
Abstract 
Objectives: This paper aims at designing high speed and high throughput Fast Fourier Transform (FFT) processor which 
is a critical block and is widely used in many Digital Signal Processing applications. Methods: The proposed model works 
with both real and complex type of input data. Pipelining in the proposed architecture is achieved with single delay 
feedback methodology. Findings: The CMOS 0.18 µm is used to design Application Specific Integrated Circuit (ASIC) for 
the proposed FFT processor and it works with an input size of 36 bits at the operating frequency of 100 MHz, occupies 
an area of 1.27 mm and consumes 39 mW, at an operating voltage of 1.8V.Obtained results are compared with existing 
methods in terms of input word length, throughput, power dissipation and it shows that the proposed architecture gives 
high throughput, uses 3x more word length and 2x less power dissipation. Applications: The designed chip can be used in 
scientific computations since it require less power and operates in high speed.
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1. Introduction
FFT is an alternative computation technique for discrete 
Fourier transform as it computes quickly. FFTs are used in 
a large number of applications ranging from digital signal 
processing and also in the computations such as, solving 
the partial differential equations, multiplication of large 
value integers etc. FFT processor operating frequency 
determines the range for which the processor can be used. 
The processor is designed to compute a large number of 
complex multiplications both at high speed and with con-
sistent throughput. The other design challenges lie in the 
fact that by changing the number of points in FFT, the 
processor can be suited for various applications ranging 
from both engineering and scientific applications. Though 
this seems to be very convenient, varying the number of 
points leads to a number of changes both at register level 
through change in the number of bits and at architecture 
level by change in the length of shift registers, as well as 
modification of ROM depth. Also there is an additional 
overload of computational complexity as well. This com-
plexity is not limited just to the butterfly multiplication 

unit or pipelined architecture but also to the modification 
of ROM depth through the addition of twiddle factors1. 
Pipelining is the key concept in FFT processor and these 
pipelining architectures are of various types, out of which 
single delay path feedback has been selected. The change 
in number of bits in this feedback path is the key point in 
designing the required N- point FFT. Further addition of 
the single feedback modules is done with respect to the 
primary block where the number of bits in the register 
is half the number from the predecessor block. This pro-
cess of designing is done for consequent blocks until a one 
register in feedback path is formed which forms the final 
block for the pipelined design2,3. Additional multipliers 
are added alternatively between the single delay feedback 
models. The single delay feedback mechanism for a two 
radix system is as shown in Figure 1.

The butterfly units can be either of two points or four 
points. The delay element in the feedback path is essen-
tial, it indicates the points that are stored in the register 
and it is customized with respect to the input number of 
points. The radix-24 single delay feedback path architec-
ture include ROM unit to contain the necessary twiddle 
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factors. The complex multiplier is another key block and 
is added alternatively between single delay feedback mod-
els. Various floating-point arithmetic architectures are 
presented in4-8 for signal processing applications. 

2. FFT Algorithm
The discrete cosine transform of a particular N point 
sequence is9
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Where n refers to time index, k stands for frequency index, 
W represents twiddle factor and both input and output 
are complex data. As higher number of multiplications 
and additions are required for these computations, modi-
fications in the algorithm are made further which results 
in Fast Fourier Transform (FFT). These are of either radix 
two or four or split radix methods, even radix two raised 
to the power of k are used in many transform models 9-11. 
The models for FFT used are either decimation in time 
or decimation in frequency. The design complexity issues 
for both decimation in time and decimation in frequency 
models are almost the same and hence can be ignored.

3. Architecture Design

3.1 Algorithm Implementation
The basic implementation follows the core idea of execut-
ing the signal flow graph of the N point FFT12 as shown 
in Figure 2.The flow graph for the 16 point FFT is used. 
Further design of the signal flow graphs for any point FFTs 
can be designed based on the simple fact that at each stage 
half of the number of twiddle factors is to be used. In the 

first stage half the number of twiddle factors are required 
and it has to be noted that the twiddle factors required 
are N/2, where N is the required number of points. In the 
next stage lesser number of twiddle factors are required 
starting with the first twiddle factor but skipping alter-
nate twiddle factors, therefore depending upon the stage 
of decomposition, the twiddle factors to be skipped is the 
‘stage of decomposition’ minus one. This proceeds until 
we are left with a single twiddle factor13.

3.2 Pipeline Design 
The radix-two single delay feedback path is the major 
building block for the pipelined design. Though the 
structure is same, there has been a change in the FIFO 
register used at every stage leading to a highly custom-
ized design14. FIFO length is varied according to number 
of points in FFT and stage of computation15. In the first 
stage half the number of points is the length of the FIFO 
used in the feedback path. Successive stages FIFO are 
designed by halving the previous stage FIFO length until 
the length of one is reached marking the end of the opera-
tion. This type of architecture improves the throughput 
of the FFT processor. The butterfly structure shown in 
Figure 1, calculates the sum and difference of current 
input and the data in the FIFO register. This is followed 
by a multiplication unit with the butterfly output as a 
multiplicand and the twiddle factor as the multiplier. 
The twiddle factors are generated separately and are 
incorporated into the ROM16. These twiddle factors are 
accessed one after the other and omit the use of additional 
address generation unit as in many of the previous design  
techniques17.
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Figure 1. Basic Single Delay Feedback Path Unit Model. 
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Figure 2. Signal Flow Graph for 16 point FFT.
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3.4  Customization
The straightforward advantage of using a single delay 
feedback path is that, the basic blueprint of the unit radix 
two single delay feedbacks remains the same. But modi-
fication of the FIFO length in the feedback path is such 
that it is equal to the half of the length of the predecessor 
FIFO length and is continued till a length of one is reached 
which marks the computation of the butterfly structure 
for each of the two inputs. The other repeatable unit in 
the single delay feedback model is the complex multiplier 
for which the twiddle factors from the ROM unit and 
output of butterfly structure are given21. Asynchronous 
clock is used for butterfly architecture block and twid-
dle factor block. The use of typical ROM unit for storage 
of the twiddle factors serves the part of a twiddle factor 
lookup table.

4. Results and Comparison
The ASIC for FFT processor shown in Figure 4, has been 
implemented using CMOS 0.18 µm technology and its 
power, area, timing reports have been studied. The imple-
mented FFT processor works with an input size of 36 bits 
at the operating frequency of 100MHz, occupies an area 
of 1.27mm2 and consumes 39 mW, at an operating voltage 
of 1.8V.The proposed design is compared with previ-
ous designs22-24, results are tabulated in Table 1, Table 2 
and a better performance is observed than existing  
designs.

3.3  Proposed RTL Architecture
The input word length of proposed architecture is 36 bit 
wide in which the first eighteen bits are assigned for the 
real part of the data and the next eighteen bits are assigned 
to the imaginary part. Here, each eighteen bits, the first 
eleven are designated for abscissa and the last seven asso-
ciate with the mantissa. The first bit represents the sign bit 
and the second bit is an optional overflow bit to indicate 
further computations. Such designing of the input data 
width helps in representing both real and complex types of 
data and varying this data width helps in designing higher 
point FFT18. The input bits are fed into the first register as 
shown in Figure 3, and a selector is used for selecting the 
registers of the two point butterfly structure. Here it has to 
be noted that the first N/2 points are stored in the shift reg-
ister until the (N/2 +1)th bitpointarrives19. After the arrival 
of the (N/2 +1)th point, the points are directly fed to the 
butterfly module along with the register data which stores 
the first N/2 points. The output of the butterfly module is 
the sum and difference of the input and data in FIFO reg-
ister. These are then given to the complex multiplier with 
butterfly module output as multiplicand and twiddle facto 
as multiplier. This process of computing continues until 
half the numbers of points from the previous stage are 
obtained. The twiddle factor that is the multiplier in the 
complex multiplication is preemptively stored in the ROM 
unit. These twiddle factors are half the number of points of 
FFT and based on the stage used, the number of twiddle 
factors necessary also varies. The twiddle factor suited 
for the computation is sent to the multiplier by a counter 
which counts the respective computation and sends out 
the twiddle factor. Twiddle factor is usually complex in 
nature but the data that is to be given to the complex mul-
tiplier must be binary in nature, hence the twiddle factor 
must be converted from complex to binary format20.
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Table 1. Implementation results  
 

Technology 0.18µm 
Voltage 1.8 V 
Word 

Length 36 bits 

Gate Count 18030* 

Core Size 1.27 mm2 

Frequency 100 Mhz 
Power 39 mW* 

   *with low power constraints  
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