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Abstract: The goal of content based image retrieval is to retrieve the images that users want to search. Content based Image retrieval systems 

attempt to search through a database to find images that are perceptually similar to a query image. Set of low-Level visual features (Color, Shape 

and Texture) are used to represent an image in most modern content based image retrieval systems. Therefore, between high-level information 

and low-level features a gap exists, which are the main reason that down the improvement of the image retrieval accuracy.In this paper Hybrid 

support vector machine (SVM) method proposed to retrieve several features and shorten the semantic gap between low-level visual feature and 

high-level perception. Image data set is taken from coral image data set. MATLAB 2009a is used as a simulator to analysis the proposed work. 
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I. INTRODUCTION 

 From the last few years, in the field of searching multimedia 

content on browsers Content-Based Image Retrieval (CBIR) 

has gained more attention [1] [2]. Text based searching is 

become old now a days, because text is alone not sufficient to 

describe searching queries especially in biomedical field[3]. 

Images indexing in handbook mannerfor content based 

retrieval in error prone, bulky, and costly [4]. CBIR system 

searching gives an advantage to search on the basis of images 

This kind of searching is increases because of the exponential 

growth of image records, online searching and vast use of 

stored images. So if anybody wants a meaningful searching, 

there is strongly needed a well managed searching scheme to 

manage the large image database. What is image retrieval? It 

is a method of searching images from a big database of digital 

images. Almost all Traditional methods of image retrieving 

use captioning, keywords, or image explanationmethod so that 

explanation based retrieval can be performed. 

CBIR system is different from anotherconventional search 

engines. Basically an image with more than one example 

images used as an input in a CBIR system, CBIR system 

searches the result by using colour, texture and shape of the 

input image these features of an image is known as a low level 

features. For effective searching it is important to classify 

image features. Image classification is very essential in the 

field of content based image retrieval. An image is nothing but 

just a collection of pixels. So it is important that low level 

features extracted from an input image may define the high-

level semantic concepts. The basic block diagram of CBIR 

system is shown in fig.1. Where a query image is taken as 

input now CBIR system extract its features based on colour, 

texture and shape. The input image is matched with the other 

images stored in database, system matches features of images 

and display the resultant images. 

Several methods are used to narrow the semantic gap between 

low level features andhigh level features. Narrowing the 

semantic gap between these two is become the researcher’s 

interest. Some widely used methods for narrowing semantic 

gaps are- Relevance feedback, ANN, self organizing map and 

Support Vector Machine etc. Each method has its own 

advantages and disadvantage. RF is work on the concept of all 

positive features are same but the negative [5] is different from 

each others, so RF is only focused on positive features 

nevertheless there is so many classes (negative). SVM 

classified the images in several small pieces and then map the 

each piece independently. SVN alone can divide an image into 

pieces but when it is combining with other methods it works 

more effectively. 

 

 

Fig. 1 Block diagram for CBIR System 

The rest part of this paper is organized as follows: Section 2 

discussed about the literature review. Section 3 gives detailed 

description about CBIR. Section 4 described about the 

proposed methodologies. Section 5 shows the simulation result 

produced by the proposed algorithm and last section 

concluded the paper and its future work. 
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II. RELATED WORK 

In earlier, there are so many algorithm has been developed for 

image retrieval. In this section literature of the related work is 

described which are developed by different author and 

researchers: 

M.Narayana, SubhashKulkarni [6]. proposed a method which 

compare Euclidean Distance metric and SVM for CBIR. It is 

found that performance classification of SVM is superior to 

Euclidean distance metric forMPEG-7 database.  

Lining Zhang, Lipo Wang, Weisi Lin [7]. describe a Semi-

Supervised Biased Maximum Margin Analysis for Interactive 

Image Retrieval.The BMMA differentiates positive feedbacks 

from negative ones based on local analysis, while the 

SemiBMMA can effectively integrate information of 

unlabelled samples by introducing a Laplacianregularizer to 

the BMMA. EmreComak, AhmetArslan proposed a new SVM 

method based on k-NN SVM. the training algorithm highly 

improved efficiency of the SVM classifier via 

simplealgorithm. 

Monika Daga, KamleshLakhwani [8]. proposed a new CBIR 

classification was being developed using the Negative 

Selection Le Hoang Thai, Tran Son Hai, Nguyen ThanhThuy 

et al. proposed a method in which convey mutually two areas 

in which are Artificial Neural Network (ANN) and Support 

Vector Machine (SVM) applying for image classification. 

Firstly, separate the image into many sub-images based on the 

features of images. Each sub-image is classified into the 

responsive class by an ANN. Lastly, SVM has been 

accumulated all the categorize result of ANN. K. Ashok 

Kumar & Y.V. Bhaskar Reddy [3]. proposed method, multiple 

feature distances are combined to acquire image resemblance 

using classification technology. For managing the noisy 

positive illustration, a new two-step approach is proposed by 

including the methods of data cleaning and noise tolerant 

classifier. 

V. Karpagam1, R. Rangarajan [4], proposed wavelet 

histograms are used to intend an uncomplicated and well-

organized CBIR system with good performance and without 

using any intensive image-processing feature extraction 

technique. The unique indexed color histogram and wavelet 

decomposition-based horizontal, vertical and diagonal image 

attributes serve as the main features for the retrieval system. 

Support vector machine is used for classificationand thereby to 

improve retrieval accuracy of the system. A CBIR system 

based on a multi-scale geometric analysis (MGA) tool, called 

ripplet transform type-I (RT) have been presented by 

Chowdhury. Laplacian transform of the sharpened grey-scale 

image is statistically quantized into colour histogram bins in 

Malik and Baharudin [9]. 

S. Manoharam, S. Sathappan [10], proposed a method to 

retrieve images from a collection of database images from 

variety of domains. In earlier phase this need was satisfied by 

retrieving the relevant images from different database simply. 

Where there is a bottleneck that the images retrieved was not 

relevant much to the user query because the images were not 

retrieved based on content where another drawback is that the 

manual searching time is increased. To avoid this (CBIR) is 

developed it is a technique for retrieving images on the basis 

of automatically -derived features such as color, texture and 

shape of images.  

D. Xu, S. Yan, D. Tao, S. Lin, H. Zhang [11], Proposed 

dimensionality reduction algorithms, which aim to select a 

small set of efficient and discriminant features, have attracted 

great attention for human gait recognition and content based 

image retrieval (CBIR). 
J. Laaksonen, M. Koskela, and E. Oja. [12] Proposed a system 

named PicSOM and it is based on pictorial examples and 

relevance feedback (RF). The name stems from "picture" and 

the self-organizing map (SOM). The PicSOM system is 

implemented by using tree structured SOMs. In this paper, we 

apply the visual content descriptors provided by MPEG-7 in 

the PicSOM system and compare our own image indexing 

technique with a reference system based on vector 

quantization (VQ) 

III. CONTENT BASED IMAGE RETRIEVAL 

Often in a CBIR system low level attributes of an image such 

as color, shape and texture is accordingly extract in the form of 

features which is stored in image feature database [13] [14]. 

As compared to image size the low level attributes of each 

image is very much smaller in size. Image database of the 

images is an abstraction of the feature database; eachimage 

feature is defined by the color, texture, shape and spatial 

information in the form of multi-component, real valued, static 

length feature signature or vectors. In CBIR system one who 

wants to perform searching firstly creates a query image and 

insert into the CBIR system. By the definition of CBIR 

system, the system extracts the visual attributes of all the 

images automatically in the same way system extract visual 

features of input images. After feature extraction system 

compare the query image features to the all stored image 

features, find whose features is similar to the query image 

features and display the best suited result accordingly. The 

main advantage of feature extraction is that, it is very small in 

size. So instead of comparing whole image system just 

compare the small size features. This characteristic of CBIR 

system makes it cost effective, fast and more accurate and 

removes all thedisadvantages of text-based retrieval. Generally 

two methods are used for CBIR classification. The first 

method is related to imprecise image matching, which find the 

best suitable match to an input image [15]. The second method 

is to perform point to point image matching between two 

images, one is input image and other is image extracted from 

image database. Two methods which is generally used for 

searching the images in CBIR system are as follows-  

A. Two Approaches 

• Text-based approach (Index images using keywords) 

• Content-based approach (Index images using images) 

 

1) Text-Based Approach: As we all familiar about text- 

based searching. Keyword description is used as an 

input in text based approach and the output is 

produced in the same form as the input .Examples:- 

(Google, Lycos, etc.) but Text Based approach 

[15]has lots of demerits over its merits. 

a) Merits: 

• Text based CBIR systems is simple in term 

of implementation.  

• User does not depend on image query he/she 

can free to write whatever he/she wants to 

search. 

• Output generation is faster thancontent 

based approaches. 
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• Search engines are uses this approach like 

Google, Lycos etc. 

b) Demerits: 

• Sometime user cannot find the proper words 

to write so the exact searching is not done. 

• Text based description is quite impossible 

for a large Database. 

• Full text based search engine is not accurate. 

• Thousand words are not worth full then a 

picture. 

• Text words are not explaining an image 

properly. 

 

2) Content- Based Approach: In Content based method 

[12] image is used as an input query and it generate 

the output of similar types of images. 

a) Advantages 

• Low level features, such as color, texture, and shape 

information, of images are extracted automatically by 

the definition of content based searching. 

• Images are searched on the basis of feature matching. 

Applications of CBIR system are in medical diagnosis, 

security check, crime prevention etc. 

IV. PROPOSED METHODOLOGY 

In this section we discuss about SVM and proposed approach 

and their steps followed at the classification time and the next 

chapter will represent the experimental result of the both two 

methods discussed here. 

A. Overview of SVM 

In artificial intelligence or machine learning two types of 

methods that are supervised and unsupervised are widely used. 

In Supervised learning system is learn by result and in 

unsupervised learning system is learn by example. In 

Supervised learning input is inserted in the form of training 

data set. Example of supervised learning is Support vector 

machine that analyzes and understand data and identify 

classification pattern. SVM takes an input set, analyze it and 

for each input image obtained the appropriate output [16]this 

kind of process is called as classification, regression 

performed in the case of continuous output. SVM is used for 

mapping input features into higher dimension feature space for 

creating maximum separating hyper-planes. Feature space is 

nothing but just an input space which is retain for future use 

for judging resemblance with the help of kernel function. 

SVM is a high dimension space where input space becomes 

more complicated than linear separation [17]. In this, 

staticlength sample vectors are formed by the unformatted and 

unprocessed data. Feature values and feature vectors are the 

two idiom used in feature space. Feature value is the attribute 

of image and the representation of these feature values in the 

machine is in the form of vectors is called as feature vectors. 

Categorization, congregate upon different sets of data such as 

written document, vectors, progression, group of points, image 

and graphs etc. are some operations performed by the Kernel 

function used in the kernel method. Data could be easily 

separated or better structured in higher dimension so SVM 

focuses on mapping the input image into a higher dimension 

feature space. Support vectors are some points in the feature 

space [17] which are separated by some distance. Support 

vector is the point that demonstrates the separator position and 

it is the point among origin. The margin of classifier is 

obtained by the distance calculation from the decision surface 

to the closest data point. 

 

 

Fig. 2 Linear separating hyper-planes for two class separation 

Reference paper [4] proposed a method of retrieving negative 

samples from the image database. This selection of choosing 

negative samples is done randomly. This approach assumes 

that all the images stored in database are negative example. 

But it is obvious in practical that notall  theimages are negative 

sample proposed a modified approach for enhancing training 

set  that used the samples from last query whose matching rate 

were less than a threshold as the negative samples. Threshold 

values are not same for each image it is different for different 

queries, the threshold is difficult to decide. In our approach we 

propose a new method for avoiding threshold choosing 

problem by attaching negative samples to the training set 

automatically. The steps can be described as follows: 

1) Let Rt denote the result list ranked by similarity score after 

the tth feedback. There are M records in Rt, and each one is 

represented as Xi. 

Rt = [xt1, xt2… xti… xtM]…………… (1) 

2) After image query, only top K results are displayed to the 

user, which is represented as Dt 

Dt = [xt1, xt2… xti… xtK]………….... (2) 

In addition, we define TSt as the training set. 

TSt = TSt.P ᴗ TSt.N…………………… (3) 

Where TSt.P denotes the subset of positive samples in TSt, 

and accordingly, TSt. N is the subset of negative samples in 

TSt. Now the user can select the positive samples from Dt and 

append them into TSt.P. The rest of Dt are put into TSt.N. 

TSt.P and TSt.N could be represented as (4) and (5). 

TSt .P = TSt-1.P {positive samples in Dt}(4) 

TSt .N = TSt -1.N {negative samples in 

Dt}…………………….. (4.2.5) 

We define R as follows: 

R=
the number  of  positive  samples  in  TSt

the number  of  negative  sample  in  TSt
……………(5) 

Our experience indicates that when r is about 0.3, the SVM 

classifier obtains good performance. So our system will 

automatically supply additional negative samples into training 

set from the tail of Rt. 
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numT=
size (TSt .P

r
− size(TSt. N)……………(6) 

Where size(R) is the number of elements in set R. So the 

negative samples of training set are updated by (8). 𝑇𝑇𝑆𝑆𝑡𝑡 .𝑁𝑁 = 𝑇𝑇𝑆𝑆𝑡𝑡 .𝑁𝑁 ∪ 𝐴𝐴𝑁𝑁 𝐴𝐴𝑁𝑁 = {𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡 𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡  𝑟𝑟𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑙𝑙 𝑖𝑖𝑛𝑛 𝑅𝑅𝑇𝑇…….(7) 

B. Proposed Approach 

For supervised learningDecision trees are popular structure. 

There are various algorithms for constructing a decision tree 

like C4.5 and CART algorithm [18]. If we are going throw 

limited amount of records, the basic ID3 algorithm works well 

but it is unable to handle missing values and also if the data set 

size is increased the tree is not altered according to the 

changes. The ID3 algorithm uses the entropy to select a 

splitting attribute and then construct the tree. There are some 

other algorithms that consider the gain index and gain ratio to 

select the splitting criterion and attribute.  

The basic steps followed in ID3: 

a) Choosing the splitting attribute.  

b) Ordering of the splitting attribute  

c) Splits  

d) Tree structure  

e) Stopping criteria  

f) Training data  

g) Pruning.  

 

For ID3 decision tree, concept used to quantify information is 

called entropy. Entropy is used to measure the amount of 

uncertainty in a set of data. A single class the entropy is zero 

that is there is no uncertainty. Given the probabilities: 

p1, p2…pn where ∑i=1 n pi=1 ………………… (8) 
 

Entropy (I) is calculated as  

 

I(p1, p2,…pn)= ∑i=1 n (pi log2(1/pi) …………..(9) 
 

And information gain is calculated as  

 

Gain (D, S) = I (pi) - ∑p (Di) I (Di) …………… (10) 
 

Our current algorithm also makes use of gain values to 

construct the decision tree.  

 

Weighted Minkowski distance formula is used here to measure 

distance and divergence among query image, Q and database 

image, I: 

 

Applying Distance Formula 

D(DBF, QF) = �Wi

m

i=1

× �fDBFi −fQFi � �m − Dimenssion, Wi = Weightofith feature vector� 
DBFi = ith feature of DB image 

fQFi = ith feature of query image 

 

Where M is the dimension of feature vector, wi is the weight 

of the ith feature component, DBfi and Qfi is the feature vector 

of images and query image respectively. 

 

1) Algorithm Steps: 

 

1. Input : Image dataset, Query image 

2. Verify image dataset. 

3.  If available = false Then 

4. Insufficient image in database” 

5. Else 

6. Features extract of all images stored in database 

7. {Color feature: color histogram, color 

moments………} now stored it in M- 

dimensioErrorMsg “nal feature vector DBF

8. Query Image : Extract color feature of query image 
i 

9. Stored it in separate variable QF 

{Used RGB color model to construct a feature vector} 

10.  Color co-occurrence matrixes of RGB generate. 

PRGB=[PRGBij

11. Retrieved pixel information from previous step 

] 

12. To use all dimensions of CCM 

13. Sum average value of row by column 𝑆𝑆𝑛𝑛𝑛𝑛𝑙𝑙𝑎𝑎𝑎𝑎𝑅𝑅𝑎𝑎 = � � (𝑖𝑖 + 𝑗𝑗)𝑝𝑝𝑖𝑖𝑗𝑗𝐿𝐿2

𝑗𝑗=𝑖𝑖+1

𝐿𝐿1

𝑖𝑖=1

 

{i, j are row and columns respectively} 

14. Apply distance formula 

D(DBF, QF) = �Wi

m

i=1

× �fDBFi −fQFi � 
{m − Dimenssion, Wi = Weightogithfeature} 

DBF i= i th

f

 feature of DB image 

QFi= i th

//Apply ID3 Decision tree 

 feature of query image 

15. Procedure_ID3Tree (DBF, QF, D) 

{Calculate probability of each assumed class (P1, P2, 

P3…. Pn) 𝑃𝑃𝑖𝑖 = � 𝑛𝑛𝑃𝑃𝑖𝑖 = 1𝑖𝑖=1

 

16. Calculate Entropy 

E(P1,P2,….Pn)=∑ 𝑛𝑛(𝑃𝑃𝑖𝑖𝑙𝑙𝑟𝑟𝑎𝑎2(1 𝑃𝑃𝑖𝑖�𝑖𝑖=1 ) 

17. If DBF==NULL¦¦QF==NULL Then 

Build (DBF) and Build (QF) 

18. IF (class value==QF) Then 

Return N as leaf node 

Else 

{ 

 j=1;  

19. For i=1:Size(DBF) 

{ 

20. IF DBF i

//Compute Gain 

! Classified Then 

21. Gain(D,QF)=E(P i)-∑P(D i)E(D i

} 

) 

22. IF (Gain>0¦¦Gain> Maximum from Current State) 

Then 

Generate C j

{ 

; 

//The current nodes divide into sub node and marked as 

Cj+1 

23. Divide N into Nk

} 

and Expand every branch of Node N 

Else 

{ 

24. Current Node reject 

Return previous node 

} 

25. FOR k= Size (N) //each branch Nk 

26. Procedure_ID3Tree(N,QF,D) 
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} //else end 

} // end 
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Fig. 3 Flowchart for Proposed work 

V. EXPERIMENTAL RESULT 

This section presents the simulation results implemented by 

the proposed method Hybrid SVM and the simulation is done 

using the best known simulator MATLAB 2009a and some 

reputed image dataset coral. 

A. Image Data Set 

The coral image data set is very famous image data set for 

research purpose of image classification and retrieval, in this 

experimental data set they used 180 images which contain 

total 18 classes and each class have fixed 10 images from out 

of coral dataset of thousands images. 

 

B. Result Analysis of Classified Images 

Here in the figure 5.2.1 and figure 5.2.2 compare result for 

class beach images, where the accuracy measurement of filter 

based and hybrid-SVM are 80% and 90% respectively. 

 

Figure 5.2.1 Filter based methods for rose image 

 

Figure 5.2.2 Hybrid SVM methods for rose image  

 

Similarly I have tested both method in fourteen different 

classes, and next section summerized the all classes result. 

 

The result analysis of classified images based on compared 

two methods with retrieved images. The table 5.2.1 and table 

5.2.2 shows that the detailed analysis of the both methods with 

the confusion matrix. The two confusion matrix is shown in 

table 5.2.1 and 5.2.2 respectively at the last pages, which 

shows the analysis of the Filter based and Hybrid SVM 

methods respectively. 

 

Table 5.2.3 Individual Class wise Accuracy 

 

Class wise Accuracy 

Image Class SVM 

Hybrid 

SVM 

C3 60 100 

C6 40 100 

C7 100 100 

C8 90 100 

C9 80 100 

C10 70 70 

Feature Extraction 

 
Feature Extract 

 

Stored in Database 

DBF 

 

Stored in QBF 

 

Calculate Entropy & 

Probability 

IF QBFi = 

Classfied? 

 

E(Pi)= ∑ P(Di) E(Di) 

Gain>Max? 

Cj+1 

Reject Current Node 

Expand Branch Nk 

If QBF= 

Position? 

Stored Retrieved Result 

Image Dataset Query Image 

�𝑊𝑊𝑖𝑖 𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖�𝑛𝑛
𝑖𝑖=1

− 𝑓𝑓𝑄𝑄𝐷𝐷  

YES 

NO 

YES 
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C11 70 100 

C12 60 100 

C13 30 50 

C14 80 90 

C15 70 70 

C16 10 60 

C17 50 100 

C18 70 90 

 

Here table 5.2.3 shows that the individual comparative class 

wise accuracy of both method. After that the figure 5.2.3 

shows graph analysis of the individual classes accuracy of the 

both method, where Hybrid SVM shows the better result up to 

maximum instant when it compared with Filterbased method. 

 

 

Figure 5.2.3: Individual class accuracies 

Here table 5.2.4 shows the overall accuracy of the both 

methods where the result is examined in the bases of 10 

classes of the images. And finally produced the output where 

Filter based method has overall 71.05 percentage and Hybrid 

SVM has overall 80.56 percentage accuracies. After that in the 

figure 5.2.4 its shows that the comparatitive graph analysis of 

the both method with the help of 3D bar graph. 

Table 5.2.4 Overall Accuracy 

Overall Accuracy 

FilterBased HybridSVM 

71.12 90.56 

 

 

 
 

Figure5.2.4 Overall Accuracy 

VI. CONCLUSION AND FUTURE SCOPE 

We proposed a new hybrid support vector machine content-
based image classification in this paper and compare this 
method with previous filter based method. We have taken a 
image from coral image database and apply our method on it. 
By which we conclude that our proposed method is far better 
than the traditional method. Our method content based image 
retrieval with hybrid SVM give accuracy of about 90.56% 
which better than the previous method of filter based which 
gives accuracy of 71.12%. In future work, the proposed method 
can be used for the online web search, or huge datasets. 
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Confusion Matrix for SVM Classification 

 

 

  Class3 Class6 Class7 Class8 Class9 Class10 Class11 Class12 Class13 Class14 Class15 Class16 Class17 Class18 

Class3 

6 

(60%) 0 0 0 0 0 

3 

(30%) 0 0 

1 

(10%) 0 0 0 0 

Class6 

1 

(10%) 

4 

(40%) 0 

5 

(50%) 0 0 0 0 0 0 0 0 0 0 

Class7 0 0 

10 

(100%) 0 0 0 0 0 0 0 0 0 0 0 

Class8 

1 

(10%) 0 0 

9 

(90%) 0 0 0 0 0 0 0 0 0 0 

Class9 0 0 

2 

(20%) 0 

8 

(80%) 0 0 0 0 0 0 0 0 0 

Class10 0 0 0 0 0 

7 

(70%) 0 0 0 0 0 0 0 3 (30%) 

Class11 

1 

(10%) 0 0 0 

1 

(10%) 0 

7 

(70%) 0 0 1(10%) 0 0 0 0 

Class12 0 0 0 0 0 0 0 

6 

(60%) 

2 

(20%) 0 0 0 

1 

(10%) 1 (10%) 

Class13 0 0 

1 

(10%) 0 0 

1 

(10%) 0 

1 

(10%) 

3 

(30%) 0 0 

1 

(10%) 

1 

(10%) 2 (20%) 

Class14 0 0 0 0 0 0 

2 

(20%) 0 0 

8 

(80%) 0 0 0 0 

Class15 0 0 0 0 0 0 0 0 

2 

(20%) 0 

7 

(70%) 

1 

(10%) 0 0 

Class16 0 0 0 0 0 0 0 0 0 0 

1 

(10%) 

1 

(10%) 0 0 

Class17 0 0 0 0 0 0 0 0 0 0 0 0 

5 

(50%) 0 

Class18 0 0 0 0 0 

2 

(20%) 0 0 

1 

(10%) 0 0 0 0 7 (70%) 

Accuracy of SVM = 71.12 

 

 

 

 

Confusion Matrix for SVMID3 Classification 

  
Class

3 
Class

6 
Class

7 
Class

8 
Class

9 
Class1

0 
Class1

1 
Class1

2 
Class1

3 
Class1

4 
Class1

5 
Class1

6 
Class1

7 
Class1

8 

Class3 
10 

(100
%) 

0 0 0 0 0 0 0 0 0 0 0 0 0 

Class6 0 
10 

(100
%) 

0 0 0 0 0 0 0 0 0 0 0 0 

Class7 0 0 
10 

(100
%) 

0 0 0 0 0 0 0 0 0 0 0 

Class8 0 0 0 
10 

(100
%) 

0 0 0 0 0 0 0 0 0 0 

Table 5.2.1 Confusion Matrix of filter based retrieval 

Table 5.2.2 Confusion Matrix of hybrid SVM method 
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Class9 0 0 0 0 
10 

(100
%) 

0 0 0 0 0 0 0 0 0 

Class1
0 

0 0 0 0 0 
7 

(70%) 
0 0 0 0 0 0 0 

3 
(30%) 

Class1
1 

0 0 0 0 0 0 
10 

(100%
) 

0 0 0 0 0 0 0 

Class1
2 

0 0 0 0 0 0 0 
10 

(100%
) 

0 0 0 0 0 0 

Class1
3 

0 0 0 0 0 0 0 
2 

(20%) 
5 

(50%) 
0 0 

1 
(10%) 

0 
2 

(20%) 

Class1
4 

0 0 0 0 0 0 
1 

(10%) 
0 0 

9 
(90%) 

0 0 0 0 

Class1
5 

0 0 0 0 0 0 0 0 
2 

(20%) 
0 

7 
(70%) 

1 
(10%) 

0 0 

Class1
6 

0 0 0 0 0 0 0 0 
1 

(10%) 
0 

2 
(20%) 

6 
(60%) 

1 
(10%) 

0 

Class1
7 

0 0 0 0 0 0 0 0 0 0 0 0 
10 

(100%
) 

0 

Class1
8 

0 0 0 0 0 
1 

(10%) 
0 0 0 0 0 0 0 

9 
(90%) 

Accuracy of SVMID3 = 90.56 
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