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1. INTRODUCTION

The problems studied by researchers gradually moved to a difficult platform
as it was tried to model more general physical laws observed in nature. Conse-
quently, various techniques have been developed and hence new branches of science
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emerged in order to investigate the problems posed by such laws. One such branch
of science is calculus of variations. The development of calculus of variations was
triggered by the investigation of physical and mechanical problems. Some typ-
ical examples include the problems involving the determination of maxima and
minima of functionals, finding the shortest plane curve joining two points, isoperi-
metric problems, brachistochrone problems. The significance of the concept of the
variation of a functional is by no means confined to its applications to the prob-
lem of determining the extrema of functionals. Applications of various methods
developed impart not only the solution of individual but they explain so-called
“variational principles”, which are valid in diverse branches of physics, ranging
from classical mechanics to the theory of elementary particles.

The alternative way to find the solution leads to the concept of duality. If we
closely look at optimization theory, we find that Wolfe and Mond-Weir type dual-
ity models captures large space in literature. Several dimensions have emerged in
order to broaden the applicability of theory to more sophisticated problems. Dorn
[5] introduced the concept of symmetric duality, whereas Mangasarian [12] showed
the computational advantage of constructing second and higher order problems.
Mond and Schechter [13] constructed the symmetric dual pairs where the objective
function was nondifferentiable due to the appearance of support function. Hou and
Yang [6] extended the work by Mond and Schechter [13] and Bector and Chandra[4]
to study the duality theorems for second order symmetric nondifferentiable pro-
gramming. Later, Yang [17] formulated Wolfe type nondifferentiable second order
symmetric programs and established the usual duality theorems under second or-
der F -convexity. Moreover, they studied minimax mixed order programs. Ahmad
and Gulati [3] formulated mixed type dual for multiobjective variational problems.
Several duality theorems were established relating properly efficient solutions of
the primal and dual variational problems under generalized (F, ρ)-convexity. Saini
and Gulati [16] pointed that weak efficiency with respect to a convex cone can be
used as a tool to derive weak, strong and converse duality theorems for a pair of
Wolfe type nondifferentiable multiobjective second-order symmetric dual programs
over arbitrary cones.

Ahmad et al. [2] has taken step in the direction of investigating the duality
results for a pair of symmetric fractional variational programming problems over
cones and established duality theorems under pseudoinvexity. These results were
again extended by Ahmad and Sharma [1] for a pair of multiobjective fractional
variational symmetric dual problems over cones. But complexity of the problem
was enforcing researchers to investigate the problems where the objective function
consists of support functions, making it nondifferentiable in nature. Therefore,
Kailey and Gupta [11] studied the fractional variational problem over arbitrary
cones where the dual problem incorporates the nondifferentiability in the form of
support function. Moreover, second and higher order analogue of these problems
are also needed as they provide tighter bounds to the values of objective function.
In this connection, Jayswal et al. [8] introduced a pair of multiobjective second-
order symmetric variational control programs over cone constraints and derived
weak, strong and converse duality theorems under second-order F -convexity as-
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sumptions. The present work is an extension of this work to nondifferentiable
case.

In the present paper, we consider second order nondifferentiable fractional sym-
metric variational programs over cone constraints and establish weak, strong and
converse duality theorems under second order F-convexity. The paper is organized
as per the following scheme. In Section 2, we design our problem and define basic
terms needed in the sequel of the paper. A proper space is given to the numerical
example in order to validate the definition used in this paper. In Section 3, we
formulate a pair of second order fractional symmetric variational programs over
cone constraints along with its equivalent form and derive appropriate duality the-
orems in Section 4. Section 5 deals with the static case of of the problems studied
in this paper followed by conclusions in Section 6.

2. PRELIMINARIES

The present paper considers the following variational problem:

(VP) Minimize

∫ b

a

Ψ(t, x, ẋ) dt

subject to x(a) = α, x(b) = β,

h(t, x, ẋ) ≦ 0, t ∈ I,

where Ψ : I × Rn × Rn → R and h : I × Rn × Rn → Rm are continuously differ-
entiable functions and x(t), t ∈ I = [a, b] is an n-dimensional piecewise smooth
continuous function the derivative of which is denoted by ẋ(t). For notational
convenience, x and ẋ are written in place of x(t) and ẋ(t). The gradient vectors of
Ψ with respect to x and ẋ are denoted by Ψx and Ψẋ , i.e.

Ψx = (
∂Ψ

∂x1
,
∂Ψ

∂x2
, ...,

∂Ψ

∂xn
)T and Ψẋ = (

∂Ψ

∂ẋ1
,
∂Ψ

∂ẋ2
, ...,

∂Ψ

∂ẋn
)T .

Similarly, Ψxx denotes the n × n matrix with respect to x. Let M(t, x, ẋ) =
Ψxx − 2DΨxẋ +D2Ψẋẋ −D3Ψẋẍ, t ∈ I.
The space of piecewise smooth functions is denoted by C(I, R), for any x ∈
C(I, R), we define its norm by

‖ x ‖=‖ x ‖∞ + ‖ Dx ‖∞,

where D stands for the differential operator given by

u = Dx ⇔ x(t) = α+

∫ t

0

u(s) ds,

where α is a specified boundary value. So, d
dt

≡ D (except at discontinuities).
Definition 2.1 A subset C ⊂ Rn is said to be a cone if it satisfies the following
property:

0 ≤ λ ∈ R, x ∈ C ⇒ λx ∈ C.
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Definition 2.2 For any cone C, its polar cone C∗ is given by

C∗ = {z : xT z ≦ 0 for all x ∈ C}.

Definition 2.3 A functional F : I ×X ×X ×X ×X ×Rn → R is sublinear if for
any x, ẋ, u, u̇ ∈ X, we have

(i) F(t, x, ẋ, u, u̇; θ1+θ2) ≦ F(t, x, ẋ, u, u̇; θ1)+F(t, x, ẋ, u, u̇; θ2) for any θ1, θ2 ∈
Rn,

(ii) F(t, x, ẋ, u, u̇; aθ) = aF(t, x, ẋ, u, u̇; θ) for any a ≧ 0 and θ ∈ Rn.

From (ii), it is clear that F(t, x, ẋ, u, u̇; 0) = 0. For notational convenience, we
write F(t, x, ẋ, u, u̇; θ) = F(t, x, u; θ).
Definition 2.4 The support function of a compact convex set C ⊂ Rn is defined
by

s(x|C) = max{xT y : y ∈ C}.

We know that a support function has a subdifferential, i.e., there exits z ∈ Rn

with the following property

s(y|C) ≧ s(x|C) + zT (y − x), ∀y ∈ C.

The normal cone to any set W ⊂ Rn is defined by

NW (x) = {y ∈ Rn : yT (z − x) ≦ 0∀z ∈ W}.

Let us assume that F and G are arbitrary sublinear functional with respect to
sixth argument. Now, we consider the following definition of second order F-
convex function.
Definition 2.6 The functional

∫ b

a
Ψ(t, x, ẋ) dt is said to be second order F-convex

at u(t) ∈ Rn if

∫ b

a

Ψ(t, x, ẋ) dt−

∫ b

a

Ψ(t, u, u̇) dt+
1

2

∫ b

a

q(t)TMq(t) dt

≧

∫ b

a

F(t, x, u; Ψx(t, u, u̇)−DΨẋ(t, u, u̇) +Mq(t)) dt,

for all x(t), q(t) ∈ Rn, t ∈ I and for some arbitrary sublinear functional F .
Remark 2.1

(i) If F(t, x, u; a) = η(t, x, u)Ta, then the above definition reduces to the second
order invex with respect to η given in [7].

(ii) In addition to (i) above, if M(t, x, ẋ) = 0, then we obtain the definition of
invexity discussed in Mond et al. [14].

(iii) If M(t, x, ẋ) = 0, then we get the definition of F-convexity as given in Nahak
and Nanda [15].
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Now, we give an example to show the existence of second order F-convex func-
tions which are not F-convex, as defined in Nahak and Nanda [15].
Example 2.1 Let I=[0,1]. Consider the functional φ : I ×R×R 7→ R be defined
by

φ(t, x, ẋ) = 2x2(t)− 3.
Suppose F : I ×R×R×R×R×R 7→ R be given by

F(t, x, ẋ, u, u̇; a) = −|a|(x2(t) + u2(t)).

Then the functional
∫ 1

0
φ(t, x, ẋ)dt is second order F-convex at u(t) = 0, since

∫ 1

0

φ(t, x, ẋ)dt−

∫ 1

0

φ(t, u, u̇) dt+
1

2

∫ 1

0

q(t)TMq(t) dt

=

∫ 1

0

(2x2(t)− 3) dt−

∫ 1

0

(2u2(t)− 3) dt+
1

2

∫ 1

0

4q2(t) dt

= 2

∫ 1

0

(x2(t) + q2(t)) dt

whereas
∫ 1

0

F(t, x, u;φx(t, u, u̇)−Dφẋ(t, u, u̇) +Mq(t)) dt

=

∫ 1

0

F(t, x, u;−4x(t) + 4q(t)) dt

= −4

∫ 1

0

|x(t)|x2(t) dt

From what has been done, it follows that
∫ 1

0

φ(t, x, ẋ)dt−

∫ 1

0

φ(t, u, u̇) dt+
1

2

∫ 1

0

q(t)TMq(t) dt

≧

∫ 1

0

F(t, x, u;φx(t, u, u̇)−Dφẋ(t, u, u̇) +Mq(t)) dt.

Hence
∫ 1

0
φ(t, x, ẋ)dt is second order F-convex at u(t) = 0.

Now,
∫ 1

0

φ(t, x, ẋ)dt−

∫ 1

0

φ(t, u, u̇) dt

=

∫ 1

0

(2x2(t)− 3) dt−

∫ 1

0

(2u2(t)− 3) dt

=

∫ 1

0

(2t2 − 3 + 3) dt

=
[2t3

3

]1

0

= 0.66
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and
∫ 1

0

F(t, x, u;φx(t, u, u̇)−Dφẋ(t, u, u̇)) dt

=

∫ 1

0

F(t, x, u;−4t) dt

=

∫ 1

0

4t2 dt

=
[4t3

3

]1

0

= 1.33

Therefore,

∫ 1

0

φ(t, x, ẋ)dt−

∫ 1

0

φ(t, u, u̇) dt 6≧

∫ 1

0

F(t, x, u;φx(t, u, u̇)−Dφẋ(t, u, u̇).

Hence
∫ 1

0
φ(t, x, ẋ)dt is not F-convex at u(t) = 0.

Let C1 and C2 be closed convex cones with nonempty interiors in Rn and Rm,
respectively.

3. SECOND ORDER NONDIFFERENTIABLE SYMMETRIC
DUALITY

In this paper, we investigate the following second order nondifferentiable sym-
metric dual variational programs over cone constraints:

Primal (PP) Minimize

∫ b

a
(f(t, x, ẋ, y, ẏ)− 1

2
p(t)TAp(t) + s(x|E)− yT z1) dt

∫ b

a
(g(t, x, ẋ, y, ẏ)− 1

2
p(t)TBp(t)− s(x|F ) + yT z2) dt

subject to
x(a) = 0 = x(b), ẋ(a) = 0 = ẋ(b),

y(a) = 0 = y(b), ẏ(a) = 0 = ẏ(b),

G(x, y)(fy −Dfẏ +Ap(t)− z1)− F (x, y)(gy −Dgẏ +Bp(t) + z2) ∈ C∗

2 , t ∈ I,

y(t)T {G(x, y)(fy−Dfẏ+Ap(t)−z1)−F (x, y)(gy−Dgẏ+Bp(t)+z2)} ≧ 0, t ∈ I,

x(t) ∈ C1, t ∈ I,

z1 ∈ J, z2 ∈ K.

Dual (DP) Maximize

∫ b

a
(f(t, u, u̇, v, v̇)− 1

2
q(t)TY q(t)− s(v|J) + uT r1) dt

∫ b

a
(g(t, u, u̇, v, v̇)− 1

2
q(t)TZq(t) + s(v|K)− uT r2) dt

subject to
u(a) = 0 = u(b), u̇(a) = 0 = u̇(b),
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v(a) = 0 = v(b), v̇(a) = 0 = v̇(b),

−[G(u, v)(fx −Dfẋ + Y q(t) + r1)− F (u, v)(gx −Dgẋ + Zq(t)− r2)] ∈ C∗

1 , t ∈ I,

u(t)T {G(u, v)(fx−Dfẋ+Y q(t)+r1)−F (u, v)(gx−Dgẋ+Zq(t)−r2)} ≦ 0, t ∈ I,

v(t) ∈ C2,

r1 ∈ E, r2 ∈ F,

where
(i) f : I × C1 × C1 × C2 × C2 → R+, and g : I × C1 × C1 × C2 × C2 → R+ \ {0},
(ii) A(t, x, ẋ, y, ẏ) = fyy(t, x, ẋ, y, ẏ)− 2Dfyẏ(t, x, ẋ, y, ẏ)

+D2fẏẏ(t, x, ẋ, y, ẏ)−D3fẏÿ(t, x, ẋ, y, ẏ), t ∈ I,
(iii) B(t, x, ẋ, y, ẏ) = gyy(t, x, ẋ, y, ẏ)− 2Dgyẏ(t, x, ẋ, y, ẏ)

+D2gẏẏ(t, x, ẋ, y, ẏ)−D3gẏÿ(t, x, ẋ, y, ẏ), t ∈ I,
(iv) Y (t, u, u̇, v, v̇) = fxx(t, u, u̇, v, v̇)− 2Dfxẋ(t, u, u̇, v, v̇)

+D2fẋẋ(t, u, u̇, v, v̇)−D3fẋẍ(t, u, u̇, v, v̇), t ∈ I,
(v) Z(t, u, u̇, v, v̇) = gxx(t, u, u̇, v, v̇)− 2Dgxẋ(t, u, u̇, v, v̇)

+D2gẋẋ(t, u, u̇, v, v̇)−D3gẋẍ(t, u, u̇, v, v̇), t ∈ I,
(vi) p : I → Rm, q : I → Rn,

(vii) F (x, y) =
∫ b

a
(f(t, x, ẋ, y, ẏ)− 1

2
p(t)TAp(t) + s(x|E)− yT z1) dt,

(viii) G(x, y) =
∫ b

a
(g(t, x, ẋ, y, ẏ)− 1

2
p(t)TBp(t)− s(x|F ) + yT z2) dt,

(ix) E and F are compact convex sets in Rn,

(x) J and K are compact convex sets inRm.

In order that the problem is suitably defined, we take it for granted that in
the primal and the dual problems, defined above, numerators are nonnegative and
denominators are positive. First of all, we convert our problem to a parametric
problem by introducing l and m, defined below, whose optimal value of the ob-
jective function is the same as the optimal value of the objective function in the
problem defined earlier. Let us choose

l =

∫ b

a
(f(t, x, ẋ, y, ẏ)− 1

2
p(t)TAp(t) + s(x|E)− yT z1) dt

∫ b

a
(g(t, x, ẋ, y, ẏ)− 1

2
p(t)TBp(t)− s(x|F ) + yT z2) dt

,

m =

∫ b

a
(f(t, u, u̇, v, v̇)− 1

2
q(t)TY q(t)− s(x|J) + uT r1) dt

∫ b

a
(g(t, u, u̇, v, v̇)− 1

2
q(t)TZq(t) + s(x|K)− uT r2) dt

.

Equivalently, above problems can be stated as

Primal (PP
′

) Minimize l

subject to
x(a) = 0 = x(b), ẋ(a) = 0 = ẋ(b),

y(a) = 0 = y(b), ẏ(a) = 0 = ẏ(b),
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∫ b

a

(f(t, x, ẋ, y, ẏ)−
1

2
p(t)TAp(t)+s(x|E)−yT z1) dt

−l

∫ b

a

(g(t, x, ẋ, y, ẏ)−
1

2
p(t)TBp(t)−s(x|F )+yT z2) dt = 0, (1)

(fy −Dfẏ +Ap(t)− z1)− l(gy −Dgẏ +Bp(t) + z2) ∈ C∗

2 , t ∈ I, (2)

y(t)T {(fy −Dfẏ +Ap(t)− z1)− l(gy −Dgẏ +Bp(t) + z2)} ≧ 0, t ∈ I, (3)

x(t) ∈ C1,

z1 ∈ J, z2 ∈ K,

Dual (DP
′

) Maximize m

subject to
u(a) = 0 = u(b), u̇(a) = 0 = u̇(b),

v(a) = 0 = v(b), v̇(a) = 0 = v̇(b),
∫ b

a

(f(t, u, u̇, v, v̇)−
1

2
q(t)TY q(t)−s(v|J)+uT r1) dt

−m

∫ b

a

(g(t, u, u̇, v, v̇)−
1

2
q(t)TZq(t)+s(v|K)−uT r2) dt = 0, (4)

−[(fx −Dfẋ + Y q(t) + r1)−m(gx −Dgẋ + Zq(t)− r2)] ∈ C∗

1 , t ∈ I, (5)

u(t)T {(fx −Dfẋ + Y q(t) + r1)−m(gx −Dgẋ + Zq(t)− r2)} ≦ 0, t ∈ I, (6)

v(t) ∈ C2,

r1 ∈ E, r2 ∈ F.

Remark 3.1

(a) The problems (PP) and (DP) will reduce to the problem considered by
Jayswal and Jha [9], if we take E = F = J = K = {0}.

(b) In addition, if A = B = Y = Z = 0, then we will get the problem studied
by Ahmad et al. [2].

4. DUALITY THEOREMS

In this section, we derive weak, strong and converse duality theorems. The
following weak and strong duality theorems are discussed in terms of (PP′) and
(DP′), but apply equally to (PP) and (DP).

Theorem 1. (Weak duality). Let (x, y, l, p, z1, z2) and (u, v,m, q, r1, r2) be feasi-
ble solutions to primal (PP

′

) and dual (DP
′

), respectively. Further, assume that

(a)
∫ b

a
(f(t, ., ., v(t), v̇(t)) + (.)T r1 − m(g(t, ., ., v(t), v̇(t)) − (.)T r2)) dt is second

order F-convex at u(t) for fixed v(t),
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(b) −
∫ b

a
(f(t, x(t), ẋ(t), ., .) − (.)T z1 − l(g(t, x(t), ẋ(t), ., .) − (.)T z2)) dt is second

order G-convex at y(t) for fixed x(t),

(c) F(t, x, u; ξ) + uT ξ ≧ 0, ∀x, u ∈ C1, − ξ ∈ C∗

1 , t ∈ I,

(d) G(t, v, y; ζ) + yT ζ ≧ 0, ∀v, y ∈ C2, − ζ ∈ C∗

2 , t ∈ I and

(e)
∫ b

a
(g(t, x, ẋ, v, ẋ) + vT z2 − xT r2) dt ≧ 0.

Then l ≧ m.

Proof. From the assumption (c) and constraint (5), we have

F(t, x, u; (fx −Dfẋ + Y q(t) + r1)−m(gx −Dgẋ + Zq(t)− r2))

+ uT {(fx −Dfẋ + Y q(t) + r1)−m(gx −Dgẋ + Zq(t)− r2)} ≧ 0,

which by the virtue of (6) becomes

F(t, x, u; (fx −Dfẋ + Y q(t) + r1)−m(gx −Dgẋ + Zq(t)− r2)) ≧ 0. (7)

Since
∫ b

a
(f(t, ., ., v(t), v̇(t)) + (.)T r1 − m(g(t, ., ., v(t), v̇(t)) − (.)T r2)) dt is second

order F-convex at u(t) for fixed v(t), we have

∫ b

a

(f(t, x, ẋ, v, v̇) + xT r1 − f(t, u, u̇, v, v̇) +
1

2
q(t)TY q(t)− uT r1)

−m(g(t, x, ẋ, v, v̇)− xT r2 − g(t, u, u̇, v, v̇) + uT r2 +
1

2
q(t)TZq(t))) dt

≧ F(t, x, u; (fx −Dfẋ + Y q(t) + r1)−m(gx −Dgẋ +Zq(t)− r2)),

which due to (7) reduces to

∫ b

a

(f(t, x, ẋ, v, v̇) + xT r1 − f(t, u, u̇, v, v̇) +
1

2
q(t)TY q(t)− uT r1)

−m(g(t, x, ẋ, v, v̇)− xT r2 − g(t, u, u̇, v, v̇) + uT r2 +
1

2
q(t)TZq(t))) dt ≧ 0.

This can be rewritten as,

∫ b

a

(f(t, x, ẋ, v, v̇) + xT r1 − f(t, u, u̇, v, v̇) +
1

2
q(t)TY q(t)− uT r1)

+m(g(t, u, u̇, v, v̇) + vT z2 − uT r2 −
1

2
q(t)TZq(t))

−m(g(t, x, ẋ, v, v̇) + vT z2 − xT r2) dt ≧ 0.

Using (4) together with vT z2 ≦ s(v|K) in the above inequality, we get

∫ b

a

(f(t, x, ẋ, v, v̇)+xT r1− s(v|J))−mg(t, x, ẋ, v, v̇)+vT z2−xT r2) dt ≧ 0. (8)
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Similarly, as −
∫ b

a
(f(t, x(t), ẋ(t), ., .)− (.)T z1 − l(g(t, x(t), ẋ(t), ., .)− (.)T z2)) dt at

y(t) is second order G-convex for fixed x(t), we get

∫ b

a

(−f(t, x, ẋ, v, v̇)+vT z1−s(x|E))+ lg(t, x, ẋ, v, v̇)−xT r2+vT z2) dt ≧ 0. (9)

On adding (8) and (9), we get

∫ b

a

((vT z1−s(v|J)+xT r1−s(x|E))+(l−m)(g(t, x, ẋ, v, ẋ)+vT z2−xT r2)) dt ≧ 0.

Since vT z1 ≦ s(v|J), xT r1 ≦ s(x|E) the above inequality yields

∫ b

a

(l −m)(g(t, x, ẋ, v, ẋ) + vT z2 − xT r2) dt ≧ 0,

which due to (e) gives
l ≧ m.

This completes the proof.

Theorem 2. (Strong Duality). Let us assume that

(i) (x̄, ȳ, l̄, p̄, z̄1, z̄2) is an optimal solution of (PP′),

(ii) the matrix A− l̄B is nonsingular,

(iii) (fy − z̄1)− l̄(gy + z̄2)−D(fẏ − l̄gẏ) + (A− l̄B)p̄(t) 6= 0 and

(iv) the matrix

(

(Ap̄(t)y − l̄(Bp̄(t))y −D(Ap̄(t))ẏ + l̄D(Bp̄(t))ẏ +D2(Ap̄(t))ÿ − l̄D2(Bp̄(t))ÿ

−D3(Ap̄(t))...y + l̄D3(Bp̄(t))...y +D4(Ap̄(t))....y − l̄D4(Bp̄(t))....y
)

is positive or negative definite.

Then there exist r̄1 ∈ E, r̄2 ∈ F such that (x̄, ȳ, l̄, p̄, r̄1, r̄2) is a solution of
(DP′). If, in addition, the conditions of Theorem 4.1 are satisfied, then (x̄, ȳ, l̄, p̄ =
0, r̄1, r̄2) is an optimal solution of (DP′).

Proof. Since (x̄, ȳ, l̄, p̄, z̄1, z̄2) is an optimal solution of (PP′), there exist α ∈ R, β ∈
R, γ ∈ C2 and ξ ∈ R satisfying the following Fritz John optimality conditions at
the point (x̄(t), ȳ(t), l̄, p̄(t)):

[

β
(

(fx+ r̄1)− l̄(gx− r̄2)−D(fẋ− l̄gẋ)−
1

2
(p̄(t)TAp̄(t))x

+
l̄

2
(p̄(t)TBp̄(t))x +

1

2
D(p̄(t)TAp̄(t))ẋ
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−
l̄

2
D(p̄(t)TBp̄(t))ẋ −

1

2
D2(p̄(t)TAp̄(t))ẍ +

l̄

2
D2(p̄(t)TBp̄(t))ẍ

+
1

2
D3(p̄(t)TAp̄(t))...x −

l̄

2
D3(p̄(t)TBp̄(t))...x −

1

2
D4(p̄(t)TAp̄(t))....x

+
l̄

2
D4(p̄(t)TBp̄(t))....x

)

+ (γ − ξȳ)
(

fyx − l̄gyx −D(fyẋ − l̄gyẋ)

−D(fẏx − l̄gẏx) +D2(fẏẋ − l̄gẏẋ)−D3(fẏẍ − l̄3gẏẍ) + (Ap̄(t))x

−l̄(Bp̄(t))x −D((Ap̄(t))ẋ − l̄(Bp̄(t))ẋ) +D2((Ap̄(t))ẍ − l̄(Bp̄(t))ẍ)

−D3((Ap̄(t))...x − l̄(Bp̄(t))...x ) +D4((Ap̄(t))....x − l̄(Bp̄i(t))....x
)]

(x(t)− x̄(t)) ≧ 0, t ∈ I, (10)

(β−ξ)((fy−Dfẏ−z1)−l̄(gy−Dgẏ+z2))+β
(

−
1

2
(p̄(t)TA)y

+
l̄

2
(p̄(t)TB)y +

1

2
D(p̄(t)TAp̄(t))ẏ

−
l̄

2
D(p̄T (t)Bp̄(t))ẏ −

1

2
D2(p̄(t)TAp̄(t))ÿ +

l̄

2
D2(p̄(t)TBp̄(t))ÿ

+
1

2
D3(p̄(t)TAp̄(t))...y −

l̄

2
D3(p̄(t)TBp̄(t))...y −

1

2
D4(p̄(t)TAp̄(t))....y

+
l̄

2
D4(p̄(t)TBp̄(t))....y

)

+ (γ − ξȳ)
(

A− l̄B + (Ap̄(t))y − l̄(Bp̄(t))y

−D(Ap̄(t))ẏ + l̄D(Bp̄(t))ẏ) +D2(Ap̄(t))ÿ + l̄D(Bp̄(t))ÿ −D3(Ap̄(t))...y

+l̄D(Bp̄(t))...y +D4(Ap̄(t))....y − l̄D(Bp̄(t))....y
)

−ξ(−Ap̄(t) + l̄Bp̄(t)) = 0, t ∈ I, (11)

α−β(g−
l̄

2
p̄T (t)Bp(t)−s(x̄|F )+yT z̄2)

+(γ − ξȳ(t))(−gy +Dgẏ −Bp̄(t) + z̄2) = 0, t ∈ I, (12)

−β(Ap̄(t)−l̄Bp̄(t))+(γ−ξȳ(t))(A−l̄B) = 0, t ∈ I, (13)

γ((fy−z̄1)−l̄(gy+z̄2)−D(fẏ−l̄gẏ)+Ap(t)−l̄Bp(t)) = 0, t ∈ I, (14)

ξȳ(t)((fy−z̄1)−l̄(gy+z̄2)−D(fẏ−l̄gẏ)+Ap(t)−l̄Bp(t)) = 0, t ∈ I, (15)

s(x̄|E) = x̄T r̄1, r̄1 ∈ E, (16)

s(x̄|F ) = x̄T r2, r̄2 ∈ F, (17)

βȳT + [γ − ξȳ] ∈ NJ(z1), (18)

l̄[βȳT + [γ − ξȳ]] ∈ NK(z2), (19)

(α, β(t), γ, ξ) 6= 0, t ∈ I, (20)
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(α, β(t), γ, ξ) ≧ 0, t ∈ I. (21)

With the assumption (ii), equation (13) yields

γ − ξȳ = βp̄(t). (22)

Converting (11) into a suitable form, we get

(β−ξ(t))((fy−z̄1)−l̄(gy+z̄2)−D(fẏ−l̄gẏ))+(A−l̄B)(γ−ξȳ(t)−ξp̄(t))

+
(

(Ap̄(t))y − l̄(Bp̄(t))y −D(Ap̄(t))ẏ + l̄D(Bp̄(t))ẏ

+D2(Ap̄(t))ÿ − l̄D2(Bp̄(t))ÿ −D3(Ap̄(t))...y

+l̄D3(Bp̄(t))...y +D4(Ap̄(t))....y − l̄D4(Bp̄(t))....y
)

(γ − ξȳ(t)−
1

2
βp̄(t)) = 0.

In the light of (22), the above equation becomes

(β−ξ(t))((fy−z̄1)−l̄(gy+z̄2)−D(fẏ−l̄gẏ))+(A−l̄B)p̄(t))

+
1

2
(γ − ξȳ(t))((Ap̄(t))y − l̄(Bp̄(t))y

−D(Ap̄(t))ẏ + l̄D(Bp̄(t))ẏ +D2(Ap̄(t))ÿ − l̄D2(Bp̄(t))ÿ −D3(Ap̄(t))...y

+l̄D3(Bp̄(t))...y +D4(Ap̄(t))....y − l̄D4(Bp̄(t))....y ) = 0. (23)

Multiplying γ− ξȳ(t) to both sides of (14) and using (15), the above relation gives

1

2
(γ − ξȳ(t))

(

(Ap̄(t)y − l̄(Bp̄(t))y −D(Ap̄(t))ẏ + l̄D(Bp̄(t))ẏ

+D2(Ap̄(t))ÿ − l̄D2(Bp̄(t))ÿ −D3(Ap̄(t))...y + l̄D3(Bp̄(t))...y

+D4(Ap̄(t))....y − l̄D4(Bp̄(t))....y
)

= 0,

which due to hypothesis (iv) provides

γ = ξȳ(t). (24)

On substituting (24) in (23), we obtain

(β − ξ(t))((fy − z̄1)− l̄(gy + z̄2)−D(fẏ − l̄gẏ)) + (A− l̄B)p̄(t) = 0, (25)

which by hypothesis (iii) leads to

β = ξ(t). (26)

Now, if we substitute ξ(t) = 0 in (26), we get β = 0 which leads to γ = 0 on using
(24). Moreover, we use (12) to get α = 0. Finally, we obtain (α, β(t), γ, ξ) 6= 0, t ∈
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I contradicting (16). Therefore, we take ξ(t) > 0, t ∈ I, and hence β > 0. The
fact that ξ(t) > 0, t ∈ I along with (24) yield

ȳ(t) =
γ(t)

ξ(t)
∈ C2, t ∈ I.

Using relations (24) and (26) in (10), we obtain

β((fx + r̄1)− l̄(gx − r̄2)−D(fẋ − l̄gẋ))(x(t)− x̄(t)) ≧ 0, t ∈ I. (27)

Suppose x(t) ∈ C1 so that x(t) + x̄(t) ∈ C1. Replacing x(t) + x̄(t) in place of x(t)
in (27), we get

x(t)T ((fx + r̄1)− l̄(gx − r̄2)−D(fẋ − l̄gẋ))(x(t)− x̄(t)) ≧ 0, t ∈ I,

which by the property of polar cone gives

−((fx + r̄1)− l̄(gx − r̄2)−D(fẋ − l̄gẋ))(x(t)− x̄(t)) ∈ C∗

1 , t ∈ I.

Again, if we take x(t) = 0 and x(t) = 2x̄(t) at the same time in equation (27), we
have

x̄(t)((fx + r̄1)− l̄(gx − r̄2)−D(fẋ − l̄gẋ))(x(t)− x̄(t)) = 0, t ∈ I.

Thus, it becomes clear that (x̄(t), ȳ(t), l̄, p̄(t), r̄1, r̄2) is a feasible solution to (DP′).
Further, with the help of (18), (24) and (26), we have ȳ ∈ NJ(z̄1) and since

J is a compact convex set in Rm, one can conclude ȳT z̄1 = s(ȳ|J). Similarly,
ȳT z̄2 = s(ȳ|K). So, (PP′) and (DP′) have equal objective function values. The
optimality for (DP′) can be seen in the light of weak duality theorem.

A converse duality theorem can be formulated in the light of above theorem
and its proof will be along the same lines as that of proof of Theorem 4.2.

Theorem 3. (Converse Duality). Let us assume that

(i) (ū, v̄, m̄, q̄(t), r̄1, r̄2) is an optimal solution of (DP′),

(ii) the matrix Y − m̄Z is nonsingular,

(iii) fx − r̄1 − m̄(gx + r̄2 −D(fẋ − m̄gẋ) + (Y − m̄Z)q̄(t) 6= 0, and

(iv) the matrix
(

(Y q̄(t)x−m̄(Zq̄(t))x−D(Bq̄(t))ẋ+m̄D(Zq̄(t))ẋ+D2(Y q̄(t))ẍ−m̄D2(Zq̄(t))ẍ

−D3(Y q̄(t))...x + m̄D3(Zq̄(t))...x +D4(Y q̄(t))....x − m̄D4(Zq̄(t))....x
)

is positive or negative definite.

Then there exist z̄1 ∈ J, z̄2 ∈ K such that (x̄, ȳ, m̄, q̄, z̄1, z̄2) is a solution of (PP′).
If, in addition, the conditions of Theorem 4.1 are satisfied, then (x̄, ȳ, m̄, q̄ =
0, z̄1, z̄2) is an optimal solution of (PP′).
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5. STATIC SYMMETRIC DUAL PROGRAM

If the time dependency of the problems (PP) and (DP) is waived off then our
problems transform into the second order fractional dual symmetric programs over
cones given below:
Primal Problem (SPP)

Minimize
f(x, y)− 1

2
pT∇yyf(x, y)p+ s(x|E)− yT z1

g(x, y)− 1

2
pT∇yyg(x, y)p− s(x|F ) + yT z2

subject to

(g(x, y)−
1

2
pT∇yyg(x, y)p−s(x|F )+yT z2)(∇yf(x, y)+∇yyf(x, y)p−z1)

−(f(x, y)−
1

2
pT∇yyf(x, y)p+s(x|E)−yT z1)(∇yg(x, y)+∇yyg(x, y)p+z2) ∈ C∗

2 ,

yT
[

(g(x, y)−
1

2
pT∇yyg(x, y)p−s(x|F )+yT z2)(∇yf(x, y)+∇yyf(x, y)p−z1)

−(f(x, y)−
1

2
pT∇yyf(x, y)p+s(x|E)−yT z1)(∇yg(x, y)+∇yyg(x, y)p+z2)

]

≧ 0,

x ∈ C1,

z1 ∈ J, z2 ∈ K.

Dual Problem (SDP)

Maximize
f(u, v)− 1

2
qT∇xxf(u, v)q − s(v|J) + uT r1

g(u, v)− 1

2
qT∇xxg(u, v)q + s(v|K)− uT r2

subject to

−[(g(u, v)−
1

2
qT∇xxg(u, v)q+s(v|K)−uT r2)(∇xf(u, v)+∇xxf(u, v)q+r1)

−(f(u, v)−
1

2
qT∇xxf(u, v)q−s(v|J)+uT r1)(∇xg(u, v)+∇xxg(u, v)q−r2)] ∈ C∗

1 ,

uT
[

(g(u, v)−
1

2
qT∇xxg(u, v)q+s(v|K)−uT r2)(∇xf(u, v)+∇xxf(u, v)q+r1)

−(f(u, v)−
1

2
qT∇xxf(u, v)q−s(v|J)+uT r1)(∇xg(u, v)+∇xxg(u, v)q−r2)

]

≦ 0,

v ∈ C2,

r1 ∈ E, r2 ∈ F.

Equivalent forms of the above problems can be written as
Primal Problem (SPP

′

)

Minimize l
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subject to

(f(x, y)−
1

2
pT∇yyf(x, y)p+s(x|E)−yT z1)

− l(g(x, y)−
1

2
pT∇yyg(x, y)p− s(x|F ) + yT z2) = 0,

(g(x, y)−
1

2
pT∇yyg(x, y)p−s(x|F )+yT z2)(∇yf(x, y)+∇yyf(x, y)p−z1)

−(f(x, y)−
1

2
pT∇yyf(x, y)p+s(x|E)−yT z1)(∇yg(x, y)+∇yyg(x, y)p+z2) ∈ C∗

2 ,

yT
[

(g(x, y)−
1

2
pT∇yyg(x, y)p−s(x|F )+yT z2)(∇yf(x, y)+∇yyf(x, y)p−z1)

−(f(x, y)−
1

2
pT∇yyf(x, y)p+s(x|E)−yT z1)(∇yg(x, y)+∇yyg(x, y)p+z2)

]

≧ 0,

x ∈ C1,

z1 ∈ J, z2 ∈ K.

Dual Problem (SDP
′

)

Maximize m

subject to

(f(u, v)−
1

2
qT∇xxf(u, v)q−s(v|J)+uT r1)

− l(g(u, v)−
1

2
qT∇xxg(u, v)q + s(v|K)− uT r2) = 0,

−[(g(u, v)−
1

2
qT∇xxg(u, v)q+s(v|K)−uT r2)(∇xf(u, v)+∇xxf(u, v)q+r1)

−(f(u, v)−
1

2
qT∇xxf(u, v)q−s(v|J)+uT r1)(∇xg(u, v)+∇xxg(u, v)q−r2)] ∈ C∗

1 ,

uT
[

(g(u, v)−
1

2
qT∇xxg(u, v)q+s(v|K)−uT r2)(∇xf(u, v)+∇xxf(u, v)q+r1)

−(f(u, v)−
1

2
qT∇xxf(u, v)q−s(v|J)+uT r1)(∇xg(u, v)+∇xxg(u, v)q−r2)

]

≦ 0,

v ∈ C2,

r1 ∈ E, r2 ∈ F,

where

l =
f(x, y)− 1

2
pT∇yyf(x, y)p+ s(x|E)− yT z1

g(x, y)− 1

2
pT∇yyg(x, y)p− s(x|F ) + yT z2

,

m =
f(u, v)− 1

2
qT∇xxf(u, v)q − s(v|J) + uT r1

g(u, v)− 1

2
qT∇xxg(u, v)q + s(v|K)− uT r2

.

The weak and strong duality results can be easily established. For details, one can
refer to Jayswal and Prasad [10].
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6. CONCLUSIONS

In the present work, we have introduced a pair of second order symmetric non-
differentiable fractional variational problems and constructed equivalent problems
through parametric approach. Duality results are derived for these equivalent
problems but they apply equally to original problems. Further, we can derive
duality theorems for second order multiobjective nondifferentiable fractional sym-
metric dual problems over cone constraints using the same approach and this we
leave for the readers.
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