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Charge transport and Random Telegraph Noise (RTN) are measured successfully at the nanoscale

on a thin polycrystalline HfO2 film using room temperature Scanning Tunneling Microscopy

(STM). STM is used to scan the surface of the sample with the aim of identifying grains and grain

boundaries, which show different charge transport characteristics. The defects responsible for

charge transport in grains and grain boundaries are identified as positively charged oxygen

vacancies by matching the localized I-V curves measured at the nanoscale with the predictions of

physics-based multi-scale simulations. The estimated defect densities at grains and grain bound-

aries agree with earlier reports in the literature. Furthermore, the current-time traces acquired by

STM at fixed bias voltages on grains show characteristic RTN fluctuations. The high spatial resolu-

tion of the STM-based RTN measurement allows us to detect fluctuations related to individual

defects that typically cannot be resolved by the conventional device-level probe station measure-

ment. The same physical framework employed to reproduce the I-V conduction characteristics at

the grains also successfully simulates the RTN detected at the nanoscale. We confirm that charge

trapping at defects not directly involved in charge transport can induce significant current fluctua-

tions through Coulombic interactions with other defects in the proximity that support charge trans-

port. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4991002]

I. INTRODUCTION

In recent years, metal oxides have found increasing

importance in the field of nanoelectronics. Particularly, HfO2

is widening its application in the semiconductor industry,

representing the preferred high-j gate dielectric in sub-

45 nm CMOS nodes1 and being currently investigated as a

switching layer in advanced non-volatile memory concepts

such as resistive random access memory (resistive switching)

devices (ReRAMs).2 However, in spite of its compatibility

with the CMOS process, HfO2 intrinsically contains a higher

bulk defect density and a poorer interface with Si, as com-

pared to SiO2 (native oxide of silicon).3 This calls for in-

depth study of several critical issues in HfO2-based devices

such as gate leakage current,4 positive and negative bias tem-

perature instability,5,6 random telegraph noise (RTN),7 and

soft/hard dielectric breakdown.8 In the last decade, consider-

able research efforts brought about important experimental

evidence about the role of defects in each of these phenom-

ena.9 Although the physical mechanisms governing charge

transport and related phenomena through HfO2 stacks are

still widely debated, there is a consensus about oxygen

vacancy defects being the main cause for leakage current,

stochastic degradation, and eventual failure of HfO2 gate

dielectrics at low bias voltages.10,11 Moreover, besides con-

tributing to a significant component of the overall leakage

current, structural defects are supposedly involved in the

low-frequency noise phenomena, which is gaining even

more significance as device size continues to shrink.12 Low-

frequency signals typically appear in a form of random tele-

graph noise (RTN),13 which displays abrupt and random

fluctuations of current among the discrete number of conduc-

tion levels. The analysis of the RTN characteristics can be

useful to identify the nature of the defects responsible for the

RTN phenomenon. A popular approach to study the defect

dynamics is to perform RTN analysis at the device level,

which is assumed to result from the stochastic capture/emis-

sion of charge carriers at defect sites.13 The downside of

these device-level measurements is that the RTN signatures

tend to be hidden within the white noise and 1/f noise com-

ponents that arise from the leakage through the bulk defects/

traps, especially in relatively large devices (from around

100 nm to several microns in unit dimension). As a result,

accurate analysis of RTN in nanoscale devices is a challenge,

and individual defect/trap responsible for RTN trends could

be observed only when the oxide has degraded sufficiently,

e.g., when it suffers a percolation breakdown.14 In order to

determine the properties of the traps and their dynamics ata)R. Thamankar and F. M. Puglisi contributed equally to this work.
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the nanoscale, probing a few or individual defects by suitable

characterization techniques with high spatial resolution is

extremely important. In this context, scanning tunneling

microscopy (STM) and conductive atomic force microscopy

(cAFM) may be preferential choices to characterize defects

at the nanoscale.15–19 STM is commonly employed to study

pure electronically conducting materials such as Nb-doped

SrTiO3, or materials with mixed conductivity like Cu2S, and

Ag2S,
20–22 while it is rarely used to study the high-j dielec-

tric materials at the nanoscale.15 Recently, the STM-tip

induced resistive switching in TaOx, HfOx, and TiOx thin

films has also been reported.23–25

In this work, we report the results of a study on charge

transport and RTN of a HfO2 thin film on Si(100) using a

room temperature STM operating under ultra-high vacuum

(UHV) (�5� 10�10 mbar). We address the nature of electri-

cally active defects in HfO2 by focusing on the process-

induced defects located within the HfO2 film. In order to

understand the mechanisms responsible for charge transport

and its alterations (i.e., RTN), we combine specific STM

investigations with multi-scale simulations. Particularly, we

will

i) identify suitable locations for RTN measurements by

recognizing grains and grain boundaries (GB) using

topography and conductivity mapping using STM;

ii) perform spatially localized I-V measurements of

grains and grain boundaries;

iii) identify the defects contributing to the current and the

dynamics of defect generation leading to the

breakdown;

iv) perform spatially localized RTN measurements on

suitable locations; and

v) identify the possible atomic configurations responsi-

ble for the observed RTN.

In this respect, this work presents several innovations:

the nano-scale defect characterization of HfO2 films is

indeed seldom performed with the precise, non-invasive

STM tool and provides far more detailed information at the

atomic (single defect) level than the traditional characteriza-

tion techniques at the device level. Furthermore, this is the

first time to the authors’ knowledge that charge transport,

breakdown, and RTN are self-consistently measured at the

nanoscale and interpreted using a unique comprehensive

multi-scale simulation framework, thereby providing a uni-

fied picture (validated at the nanoscale) of the role of defects

in these thin films. The main advances of this contribution

lie indeed in the powerful combination of spatially localized

STM investigation with sophisticated multi-scale simula-

tions, resulting in an unprecedented detailed understanding

of charge transport, breakdown kinetics, and RTN. The

results shown in this contribution allow us to probe the

kinetic behavior of a single oxygen vacancy defect and

examine the impact of the dielectric microstructure on the

intrinsic physics of degradation and failure in high-j gate

stacks in MOSFET and FinFET devices (without the interfer-

ence of any oxygen scavenging metal electrode). In addition,

they can provide unique insights into the process of filament

formation in HfO2-based resistive memories.2,9–11

II. DEVICES, EXPERIMENTS, AND SIMULATIONS

Our sample consists of a �4 nm HfO2 film deposited on

n-Si(100) using the atomic layer deposition (ALD) technique

with H2O and Tetrakis(dimethylamino) hafnium (TDMAH)

as precursors at 250 �C. The sample was then annealed at

400 �C for 40min in an N2 ambient, which resulted in a poly-

crystalline HfO2 film.15 The absence of a top metal electrode

allowed us to directly analyze the dielectric layer excluding

any possible interaction between the oxide and the metal

layer, typically occurring at their interface during annealing.

These interactions can be detrimental resulting in local struc-

tural modification of the oxide, e.g., the oxygen scavenging

action of the top metal electrode during annealing could

induce graded sub-stoichiometry in the HfO2 layer.
26

Experiments were conducted at room temperature using

an ultrahigh vacuum scanning tunneling microscope (UHV-

STM, p � 5 � 10�10 mbar) with a Pt-Ir tip, which allowed a

localized study of the HfO2 film with a lateral spatial resolu-

tion as low as �10 nm.15 Since the sample has no metal elec-

trode on top of the HfO2 layer, the STM tip itself acted as a

non-invasive local electrode when placed sufficiently close

to the sample surface to meet tunneling conditions. The

actual structure under investigation consists of (i) a n-Si

layer; (ii) a HfO2 layer; (iii) a vacuum tunnel layer; and (iv)

a Pt-Ir metal tip of the STM. Hence, the bias voltage applied

(Vbias) drops across three junctions/layers, namely, the vac-

uum tunnel junction (Vvac), the high-j dielectric (Vhk), and

the n-Si (VSi) (ignoring the presence of any interfacial SiOx

layer). The thickness of the vacuum tunnel junction is esti-

mated by measuring the dependence of the tunneling current

on the physical separation from the sample. We have mea-

sured such a dependence of tunnel current with separation in

our previous work, obtaining tvac � 0.7 nm (which represents

the distance and control conditions for tunneling current in

the fabricated sample).15

Initially, the sample was scanned to identify grains and

grain boundary contours on the top surface. The tip was

biased at 3.5V and its height was repeatedly adjusted as the

tip moved over the sample surface to maintain a constant

current value, typically �50 pA. In addition, a lock-in feed-

back system allowed superimposing a fixed-frequency AC

voltage signal to the DC tip bias. This scanning mode allows

simultaneously acquiring the topographic image and the con-

ductivity map (dI/dV) of the polycrystalline HfO2 film, as

shown in Figs. 1(a) and 1(b), respectively. The results show

the different conductivity regions across the whole sample

surface, i.e., grains (G) and grain boundaries (GB). To corre-

late the two images, a line scan was taken across the two

images and plotted, as shown in Fig. 1(c). The black and red

lines refer to the topography and the dI/dV maps, respec-

tively. The “crests” on the topography line scan (black

curve) correspond to the grains showing lower conductivity

(red curve) as shown by the lower dI/dV signal in those

areas. This is a clear evidence to show that the HfO2 grains

have lower conductivity compared to the grain boundaries,

in agreement with the earlier reports.27 The dI/dV maps were

taken as a reference to place the STM tip precisely on the

HfO2 grains and grain boundaries to perform the localized
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study of charge transport and RTN properties. The charge

transport study was performed by positioning the tip on

either grains or grain boundaries and then applying a voltage

ramp (from 0V to 6V, with a ramp rate of dV/dt¼ 1V/s) to

the tip. Similarly, localized RTN measurements were per-

formed by positioning the tip on unstressed grains (i.e., loca-

tions at which a lower defect density is estimated) and

applying a constant voltage to the tip while sampling the cur-

rent over time with a sampling time interval of ss¼100 ls.

To increase the chances of measuring the RTN signal related

to an individual process-induced defect, it is required to

select a low defect density location (i.e., a grain). To mini-

mize the amount of stress delivered to the localized area of

interest, the current-time measurements were done for a very

short duration, spanning a few tens of seconds. Specifically,

we select the appropriate voltage range for RTN

measurements (i.e., Vbias ranging from 3.4V to 4.0V) to

minimize the defect generation (activation) probability (note

that only a fraction of Vbias drops across the HfO2 layer).

Moreover, the short duration of the measurements also

avoids the thermal drift of the STM tip.15

To understand the physics in the governing processes

occurring during the RTN measurements, the measured RTN

signals were fitted with simulations performed using the

MDLab
VR
package.28 This tool allows connecting the micro-

scopic properties of the materials to the macroscopic electri-

cal device performance trends in a generalized multi-scale

simulation framework as shown in Fig. 2, where material

imperfections and non-idealities (e.g., vacancies, ions) are

also accounted for. Many different charge transport pro-

cesses (e.g., drift, diffusion, direct and Fowler-Nordheim

tunneling, thermal emission, trap-assisted tunneling (TAT),

etc.) are simultaneously considered. The interaction between

tunneling electrons/holes and atomic defects (originated at

broken atomic bonds) were modeled in the framework of the

multi-phonon TAT model, where the electron/hole–phonon

coupling and the atomic lattice relaxation occurring due to

charge trapping and emission are included through the multi-

phonon transition probability.29 The average capture and

emission times of electrons and holes are self-consistently

calculated for each defect, considering all the possible cap-

ture and emission processes (which also includes the possible

charge transition among different defects). These character-

istic trap-assisted tunneling (TAT) rates depend strongly on

the local values of temperature and electric field, as well as

on the intrinsic properties of the defect species considered,

(i.e., the thermal ionization and relaxation energies of the

atomic species). These are typically calculated using ab–ini-

tio techniques. Importantly, it is possible to introduce many

different layers of different materials, whose properties and

morphology are considered.29–31 These features allow a pre-

cise definition of the structure of the device to be simulated,

including all the relevant processes encompassing charge

transport. Moreover, structural modification possibly occur-

ring in the device as a result of external stress must be con-

sidered as well. Particularly, the processes of generation and

recombination of the atomic species (ions, vacancies, and

interstitials) are also self-consistently included as shown in

Fig. 2. For every point in space and time, the defect

FIG. 1. A typical topographical image of the HfO2 thin film is shown in (a).

The corresponding dI/dV image is shown in (b). Scanning parameters: 3.5V/

50 pA. Area: 100 nm� 100 nm. Lock-in parameters: 2.7 kHz/10mVac. The

bright regions in the topographic image correspond to the dark regions

(lower conductivity) in the dI/dV map. For clarity, a z-scale on both the fig-

ures is shown. For a comparison, line scans are drawn on both the topo-

graphic image (black dotted line) and the dI/dV map (red dotted line), as

shown in (c).

FIG. 2. Schematic illustration of the

multi-scale simulation framework. The

interactions between electrons/holes and

atomic species, together with their

dependence on external conditions

(field, temperature), device structure,

material properties, and morphology are

included. A multi-scale approach is

used to include the different mecha-

nisms simultaneously occurring in the

simulated structure. The parameters

defining the defects/atomic species

properties are taken from ab-initio DFT

and molecular dynamics simulations.
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generation and recombination rates are calculated consid-

ering their dependence on the local electric field (in turn

influenced by fixed and trapped charges) and the tempera-

ture (influenced by the local power dissipation) in the

framework of the McPherson’s thermo-chemical bond

breakage model.32 This model allows the calculation of the

rate of bond breakage and defect pair generation at any

location in the device. Similarly, the defects’ diffusion

rates are calculated once the local electric field and tem-

perature information is available. The activation energies

for defect diffusion are taken from the literature and typi-

cally calculated by means of molecular dynamics simula-

tions that are able to consider the differences in local

morphology and chemical arrangements. The 3D tempera-

ture and potential maps, necessary to properly calculate

capture/emission times, and generation/recombination/dif-

fusion rates are calculated by solving the Fourier heat

equation (which includes the contribution of the power dis-

sipated at localized defects supporting charge transport)

and the Poisson equation (which is solved including fixed

and trapped charges). At each simulation step, the calcu-

lated capture/emission times and generation/recombina-

tion/diffusion rates are fed into a Monte-Carlo (MC)

engine that randomly selects which process should happen

based on the aforementioned probabilities. This software,

which allows performing full 3D simulations of the device,

was used to reproduce the experimental I-V curves

acquired on individual grains and grain boundaries.

Simulations of the current-time traces could be performed

as well by using the built-in kinetic Monte-Carlo (kMC)

module. Further details about the simulation environment

may be found in Ref. 28. The structure used in the simula-

tions in this work consists of an n-Si layer, a 4 nm HfO2

layer, a 0.7 nm thick vacuum layer, and a Pt-Ir metal layer,

which mimics the presence of the Pt-Ir STM tip. The

cross-section of the simulated sample is 10 � 10 nm2,

which roughly corresponds to the estimated scanning area

of the Pt-Ir tip under optimum tunneling conditions. In this

respect, the extreme spatial resolution of STM measure-

ments allows simulating the entire 3D volume under inves-

tigation in a reasonable amount of time, which is a clear

advantage over device level studies.

III. RESULTS AND DISCUSSION

A. Charge transport at grain and grain boundaries

The results of the I-V investigation conducted on several

grain and grain boundary sites are shown in Fig. 3. Despite

some intrinsic site-to-site material variability, it can be

clearly seen that the currents measured at the GB sites [Fig.

3(b)] are significantly higher than those measured at the

grains [Fig. 3(a)] in the voltage range between 3 and 5V.

FIG. 3. I-V breakdown characteristics

on (a) grains and (b) grain boundaries.

Both the experimental data (symbols)

and the simulations results (dashed

lines) are plotted in the same graph for

comparison. The current-voltage char-

acteristics recorded on grains show an

abrupt breakdown (a), correctly repro-

duced by simulations (dashed lines).

The current-voltage characteristics at

the grain boundaries show completely

different characteristics with a progres-

sive breakdown (b). The dotted lines

represent the results of computations

performed by considering a 10 � 10nm2

structure, which approximately repro-

duces the experimental trends (black

symbols).

024301-4 Thamankar et al. J. Appl. Phys. 122, 024301 (2017)



Particularly, the current measured on grains was usually

below the background noise level of the measurement setup

(i.e., 10 pA) for voltages up to about 4V and abruptly

increased when breakdown occurred. Conversely, the I-V

curves measured on the grain boundaries were characterized

by higher current values at low voltages and showed a pro-

gressive degradation, culminating in the breakdown. These

results are consistent with the previous observations per-

formed with cAFM33,34 and confirm that the grain bound-

aries in the polycrystalline HfO2 films represent the

preferential paths for charge transport. In recent years, the

combination of ab–initio calculations and device-level

experimental results has suggested that the charge transport

through the poly-crystalline HfO2 occurs primarily through

trap-assisted tunneling of charge carriers assisted by posi-

tively charged oxygen vacancies, which tend to thermody-

namically segregate at the grain boundaries.35 This suggests

that grains and grain boundaries are associated with different

densities of process-induced defects, with grain boundaries

constituting highly oxygen-deficient and sub-stoichiometric

regions. The defect densities considered in the simulations to

match the experimental I-V curves for grains and grain bound-

aries are 3–5� 1019 cm�3 and 7–9� 1020 cm�3, respectively,

in agreement with previous studies.15 Nevertheless, for the

sake of completeness, simulations also consider the contribu-

tions of different charge transport mechanisms, (i.e., Fowler-

Nordheim, direct tunneling, thermionic emission). The

higher defect density at grain boundaries is supposed to play

a crucial role in the degradation of HfO2 under electrical

stress, which is associated with defect generation via Hf-O

bond breaking. Experimentally, we observe the abrupt break-

down at the grains while a progressive breakdown is detected

at the grain boundaries. The simulations suggest that this is

due to the much higher density of pre-existing defects found

at the grain boundaries, as correctly shown by the bright con-

tours in Fig. 1 as well. At grains, very few pre-existing

defects are present; the local defect generation rate is spa-

tially uncorrelated (i.e., approximately constant throughout

all the grain) and heavily dependent on the applied voltage.

When the latter is sufficiently increased (above 4V to 5V

approximately, in this case), it causes a sudden massive gen-

eration of additional stress-induced defects, which in turn

causes a current increase; this increases the chance of local

generation of new defects, triggering a thermal runaway

mechanisms culminating in the abrupt breakdown, as

reported in Fig. 3(a) (akin to the breakdown trends one

would observe for thick oxides). Conversely, the presence of

many pre-existing defects and segregation of defects in the

vicinity towards the grain boundaries in HfO2
35 cause the

local permittivity to increase, which in turns decreases and

redistributes the local electric field, leading to a more pro-

gressive breakdown, as reported in Fig. 3(b). Even at vol-

tages lower than 4V, the local generation rate is in this case

higher due to the local temperature increase resulting from

the TAT current through the defects. This favors the creation

of defect clusters around the pre-existing defects, which then

progressively contribute towards the creation of the BD spot

(akin to the breakdown trends one would observe for very

thin oxides). This dichotomy between abrupt and progressive

breakdown phenomena is qualitatively similar to the one

observed by Lombardo et al.36 by means of device-level

measurements on MOSFETs with SiO2. Here, SiO2 is pre-

dominantly amorphous (spatial distribution of defects fol-

lows the Poisson process) and characterized by a much lower

average defect density than HfO2. In that case, when the

applied voltage is below a given critical value (approxi-

mately equal to 4V), the generation rate is not critically high

and causes a progressive increase in the number of defects,

detected in constant voltage stress experiments.35 Above a

critical voltage, the increased generation rate results in mas-

sive defect generation, which triggers the thermal runaway

and culminates in the abrupt breakdown. This picture is also

consistent with previous studies on device-level time-depen-

dent dielectric breakdown in HfO2 that showed that the

effective activation energy for defect generation is lower in

oxygen-deficient HfO2 stacks,37 in-line with the different

degradation dynamics observed on grains and grain bound-

aries. This difference is properly considered in our simula-

tions by adopting different values for the activation energy at

grains, EA,G ¼ 2.8 eV, and at grain boundaries, EA,GB

¼ 1.9 eV.37 Moreover, in HfO2, when oxygen vacancy

defects are generated due to bond breakage, oxygen intersti-

tials are also created.38 These defects are also electrically

active30,31 and must be included in simulations as they could

play an important role by participating in charge trapping

and de-trapping. The defect parameters considered in the

simulations for both positively charged oxygen vacancies

and oxygen interstitials are taken from ab–initio calcula-

tions30,31 and are summarized in Table I. The I-V curves

shown in Fig. 3 are measured on randomly selected grains

and grain boundaries. While Fig. 3(a) shows the abrupt

breakdown of the grains, the grain boundaries show a grad-

ual breakdown characteristic as shown in Fig. 3(b). The dot-

ted curves in Figs. 3(a) and 3(b) show simulated I-V trends

with a good match to the experimental curves. Twenty simu-

lation trials were performed (ten for each site configuration)

to account for the effect of the inherent variability among

different grains/grain boundaries. At each trial, the position

TABLE I. Atomistic parameters of defect species taken from ab-initio calculations.28,31–33

Defect Symbol

Thermal Ionization

Energy (eV)

Relaxation

Energy (eV)

Capture

cross-section

(cm�2)

Density at

Grains (cm�3)

Density at

Grain Boundaries

(cm�3)

Positive Oxygen Vacancy Voþ 2.160.4 1.1960.3 1� 10�14 from 3.0� 1019–5.0� 1019 from 7.0� 1020–9.0� 1020

Neutral Oxygen Interstitial O 2.360.3 2.6760.4 3.0� 10�16 from 1.0� 1019–3.0� 1019 from 6.0� 1020–7.0� 1020
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and energy of pre-existing defects were randomly selected

using a Monte-Carlo approach. Simulations accurately repro-

duce both the voltage dependence and the statistical variations

of the currents measured on grains and GBs, together with

the different breakdown dynamics.

B. Random telegraph noise at the nanoscale

Random telegraph noise (RTN), which consists of ran-

dom stochastic switching of the current tunneling through a

dielectric among a finite number of discrete current levels,

recently gained attention due to its high relative impact on

the performance and variability of ultra-scaled nanodevices.

Typically, RTN is attributed to some charge trapping events

at specific defect locations and is usually detected by means

of standard device-level measurement techniques.39,40 In the

simplest scenario, RTN shows only two well-defined discrete

current levels, which is associated with capture/emission

events at a single defect.39,41 Nevertheless, the dimensions

of actual devices and the typical defect density in as-

processed stacks result in a larger number of defects that

may simultaneously contribute to the RTN, resulting in com-

plex multi-level RTN trends that are computationally more

involved to decode and analyze.41 Device-level measure-

ments are more likely to reveal RTN signals related to simul-

taneous capture/emission events occurring at different trap

sites in the devices, hindering an accurate analysis of the

experimental RTN trace of localized sites. Conversely,

STM-based RTN measurements can achieve good spatial

localization, potentially allowing the analysis of the behavior

of individual or localized defects, especially if measurements

are taken on locations that are associated with a low defect

density. Studying the response of individual or localized

defects would be highly beneficial when trying to understand

the physical mechanisms responsible for the RTN, which are

still under debate.42–44 To address this point, we perform

STM-based RTN measurements by precisely positioning the

tip on top of the grain and monitoring the current over time.

Figure 4 shows the results of some of the RTN measure-

ments at various applied bias conditions on different ran-

domly selected grains. The RTN signals show a typical two

level current fluctuation for all the bias voltages. Even

though the set point voltages range between 3.5V and 3.7V,

the actual voltage drop across the HfO2 layer is very small

(�19% of the applied voltage, as calculated using the Gauss

Law).15 Even though there are variations in the base level cur-

rent, most of the measurements yielded current-time traces show-

ing a two-level RTN signal, with DI
I
� 25%� 30%. These

RTN signals are similar to the RTN signals typically

detected in device-level measurements and commonly

reported in the literature. This confirms that a careful choice

of the experimental conditions (i.e., measuring the RTN on

low defect density zones like grains and applying a proper

bias voltage for a relatively short time duration) enables the

potential of STM-based RTN measurements as a valuable

tool for analysis of RTN signatures originating from individ-

ual defects. This is further confirmed on a statistical basis by

the analysis of the current power spectral density (PSD)

plots, obtained by taking a Fourier transform of the noise

FIG. 4. Bias dependent random telegraph noise (RTN) signals measured of

HfO2 grains. The STM control voltages are also mentioned in the plots. For

all the bias voltage set, a clear two-level current signal is detected. The rela-

tive amplitude of the RTN signals varies between 21% and 35% at different

bias voltages.

FIG. 5. (a) Power spectral density plots of the RTN signals acquired at the

grain sites for three bias voltages. The low frequency regime (black dotted

lines) of the spectral density plot is considered for the extraction of the

power law exponent (a). For all the RTN signals measured at various bias

voltages, the power law exponent is close to 1.85, as shown in (b). The green

line is shown as a reference for a¼1 which corresponds to the 1
f
power spec-

tral density curve.
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signals at each of the applied bias voltages on different

grains. The results are plotted in Fig. 5(a). The vast majority

of the PSD curves have a negative slope with a value close

to 2 on the log-log plot, exhibiting a Lorentzian trend (also

known as 1/f 2 noise), which corresponds to a two-level RTN

fluctuation.14 On the other hand, when many defects are

being activated and deactivated, the resulting PSD curve

tends to converge to a 1/f shape15 due to the superposition of

several Lorentzian curves with different time constants (roll-

off points) corresponding to different physical locations and/

or energy levels of multiple traps in the oxide bandgap. For

the range of voltages used in our experiment, the slope (a) at

low frequencies of the related PSD spectra is around 1.85 as

shown in Fig. 5(b). This value is very close to the theoretical

factor of 2 for pure Lorentzian behavior and the deviation is

caused by the added background 1/f noise and thermal white

noise contributions which always exist by default in all meas-

urements. This shows that STM-based RTN measurements can

be effectively employed to perform noise characterization at

the nanoscale, focusing on individual or localized defects.

Probing RTN at the nanoscale also provides us with the

possibility of gaining insights into the physical mechanisms.

The latest understanding of RTN is based on the random

activation and deactivation of defects, assisting charge trans-

port, i.e., oxygen vacancies. The mechanisms responsible for

activation and deactivation, though still unclear, are com-

monly associated with charge trapping and de-trapping at

individual defects in the oxide layer.42–44 It is typically

assumed that when an individual defect participates in an

electron capture/emission event, a two-level current fluctua-

tion arises with characteristic capture/emission time con-

stants. However, in this scenario, defects involved in RTN

processes are unlikely to be the same as those involved in

charge transport processes. Indeed, trapping and de-trapping

at positively charged oxygen vacancies are associated with

extremely small capture and emission times, which result in

significant current flow.36 Conversely, RTN capture and

emission times are typically very large (on the order of milli-

seconds to seconds) as measured using either STM or con-

ventional device-level techniques. This suggests that oxygen

vacancy activation and deactivation may either be due to a

different mechanism44 or that trapping and de-trapping at

defects of a different nature is responsible for the observed

RTN.42,43 Since the microscopic mechanisms leading to

RTN are not unambiguously identified, additional efforts are

required to understand the microscopic dynamics leading to

such signals. From this perspective, using the STM to mea-

sure RTN increases the chances of dealing with simple pat-

terns, which is beneficial to understand the processes

involving individual defects. Moreover, due to the high spa-

tial resolution, full 3D physics-based simulations of the

entire structure of interest can be performed.

In order to reproduce the experimental RTN traces, a

microscopic mechanism responsible for the activation and

de-activation of the oxygen vacancy defects supporting trap-

assisted tunneling should be included in the simulations.42–44

According to a recent proposal in the literature,42 RTN could

be triggered by charge trapping at “slow” defects not directly

contributing to charge transport and located in the proximity

of the ones supporting TAT (i.e., oxygen vacancies). The

trapped charge perturbs the potential in its surroundings,

hence changing the actual potential seen by TAT-supporting

oxygen vacancy. This could temporarily inhibit the electron

transport at the TAT-supporting oxygen vacancy site due to

Coulomb interactions.42 This mechanism is schematically

illustrated in Fig. 6. The capture and emission processes at

these defects, which were tentatively identified as oxygen

interstitials,30,42 can be described using the framework of the

TAT theory. Here, we combine the potential of the localized

STM-based RTN measurement with the outcomes of

physics-based full-3D kinetic Monte-Carlo simulations

including the effects of charge trapping and de-trapping at

oxygen interstitials. Notably, the presence of this defect type

was already considered when simulating the I-V curves, as

the defect generation process produces defect pairs (i.e., oxy-

gen vacancies and interstitials). Considering also charge

trapping and de-trapping processes at oxygen interstitials

and the Coulombic interaction between the trapped charge

and the TAT-supporting oxygen vacancies strikingly allows

simulations to reproduce the observed RTN. The values con-

sidered for the density of the two defect species involved

(oxygen vacancies and interstitials) are the same as those

used to reproduce the I-V measurements performed on grains

as shown earlier in Fig. 3, which guarantees a self-consistent

description of the phenomenon. The simulation results are

shown in Figs. 7(a) and 7(b); note that the current range

(from fractions to tens of pA), the typical relative amplitude

of the current fluctuations (about 10%–20%), and the order

of magnitude of the capture and emission times (from few

milliseconds to several seconds) are all in good agreement

with the experimental values. Moreover, the current levels

and the values of DI/I characterizing the simulated RTN sig-

nals agree with those of the device-level45,46 and localized

observations and are consistent with activation and deactiva-

tion of individual defects.42 Furthermore, the estimated

FIG. 6. Sketch of the proposed microscopic mechanism to explain measured

RTN at the nanoscale. Defects in the oxide supporting trap-assisted tunnel-

ing charge transport (i.e., oxygen vacancies) can be activated (a) and de-

activated (b) by charge trapping/de-trapping at additional defect species

(i.e., oxygen ion). These defects are inherently slower in capturing and emit-

ting electrons than oxygen vacancies and located in the proximity of the

ones supporting charge transport. The trapped charge perturbs the potential

in its surroundings, hence changing the actual potential seen by the oxygen

vacancy. This could temporarily inhibit the electron transport at the oxygen

vacancy due to the Coulomb interaction.
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density of RTN-inducing defects (i.e., oxygen interstitials

�1019 cm�3), together with the very small volume investi-

gated by the STM, results in a very limited number of oxy-

gen interstitial defects available in the structure (less than

10). Due to their random location in the oxide, only a frac-

tion of these defects will have the right characteristics to

cause RTN.45–49 This demonstrates how the STM-based

RTN measurements could be effectively used to study the

characteristics of individual defects at the nanoscale.

Coupling the STM technique with physics-based simulations

paves the way for a refined understanding of RTN dynamics,

without the complex statistical and signal processing algo-

rithms that are typically required when dealing with more

complex device-level RTN traces.42

IV. CONCLUSIONS

In this work, we investigated both charge transport and

RTN at the nanoscale in HfO2 using room temperature

Scanning Tunneling Microscopy. The STM technique

allowed the identification of grains and grain boundaries,

which showed different charge transport properties. The

defects responsible for charge transport in grains and grain

boundaries were identified as positively charged oxygen

vacancies by comparing the measured localized I-V curves

with the predictions of a refined physics-based fully 3D

model. Furthermore, the STM technique was used to

acquire RTN traces at grain locations, demonstrating the

ability of this technique to investigate the properties of indi-

vidual/localized defects, with a significant advantage over

conventional device-level measurements. The spatially

localized STM-based RTN measurements, showing the

activity of individual defects, were also accurately repro-

duced by employing the same physical framework used to

simulate the I-V characteristics at grains and grain bound-

aries. The results suggest that charge trapping at defects not

directly involved in charge transport (possibly oxygen

interstitials) may induce RTN through coulombic interac-

tions with TAT-supporting defects.
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