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Abstract: Neutrosophy is the study of neutralities, which is an extension of discussing the truth of opinions. Neutrosophic

logic can be applied to any field, to provide the solution for indeterminacy problem. Many of the real-world data

have a problem of inconsistency, indeterminacy and incompleteness. Fuzzy sets provide a solution for uncertainties,

and intuitionistic fuzzy sets handle incomplete information, but both concepts failed to handle indeterminate

information. To handle this complicated situation, researchers require a powerful mathematical tool, naming,

neutrosophic sets, which is a generalised concept of fuzzy and intuitionistic fuzzy sets. Neutrosophic sets provide

a solution for both incomplete and indeterminate information. It has mainly three degrees of membership such

as truth, indeterminacy and falsity. Boolean values are obtained from the three degrees of membership by cut relation

method. Data items which contrast from other objects by their qualities are outliers. The weighted density outlier

detection method based on rough entropy calculates weights of each object and attribute. From the obtained weighted

values, the threshold value is fixed to determine outliers. Experimental analysis of the proposed method has

been carried out with neutrosophic movie dataset to detect outliers and also compared with existing methods to prove

its performance.

1 Introduction

The concepts of data mining techniques have been used to generate
patterns and to retrieve useful information from the large databases.
Some of the well-known tasks associated with data mining
techniques are classification, clustering and outlier analysis [1].
Classification is a supervised learning technique, where the class
label of objects should be predefined to predict its target class [2].
Clustering analysis is an unsupervised learning technique, where
class labels of data are unknown, before processing the data. In
cluster analysis, the grouping of objects has been made based on
similar characteristics of the objects [3]. Even though objects,
grouped under one category, some objects may deviate from other
objects, when researchers focus their analysis on a particular or
specific attribute are outliers. Causes of outliers are human errors,
instrumental errors while taking measurements or doing
experiments, and new patterns generated in the dataset.

Zadeh developed a concept of fuzzy set in 1965 [4]. From then,
the logic of fuzzy and its sets have been used to handle
uncertainty. On the universe, U, where X be a single fuzzy set and
µX(x) is to determine the degree of membership such as µX(x)
belongs to [0, 1]. Since µX(x) by itself is uncertain, it is
challenging to determine whether it belongs to a set or not. The
calculation of uncertainties in degree of membership has been
derived in interval value for the fuzzy set. In some of the
application areas, such as an expert system, fusion of information
and belief system not only the truth values are supported, but in
some cases, they support falsity information also. The standard
fuzzy set and interval-valued fuzzy set could not be able to handle
this situation. Concept of the intuitionistic fuzzy set was first
developed by Atanossov, which supports both fuzzy sets and
interval-valued fuzzy sets by considering membership values of
truth and falsity values [5]. It could not handle indeterminate or
inconsistent information like incomplete information, generally
available in systems of belief. By default, the intuitionistic fuzzy
set uses the formula to calculate indeterminacy is 1−t−f.

Suppose if we raise a question with the experts, the possibility
of truth membership is 0.5 and falsity membership is 0.6. The
indeterminate degree of membership is 0.2. But in the case of
a neutrosophic set, the membership values such as truth,
indeterminacy and falsity are independent. These constraints are
essential in case of trying to do the fusion of information with
different sensors. Smarandache introduced the concept of
neutrosophy, which signifies its outset, scope and essence of
neutralities [6]. It also generalises the concept of classical fuzzy,
interval fuzzy and intuitionistic fuzzy sets.

As of now, fuzzy sets handle uncertainties whereas intuitionistic
fuzzy sets handle incomplete information, but both the concepts
failed to handle indeterminate information. Researchers require a
powerful tool, namely neutrosophic sets which can handle
information like incomplete, indeterminate and inconsistent
information. Some of the objects or attributes which deviates from
their characteristics are known as outliers. The presence of outliers
slows down the performance of process execution which results in
poor results.

A rough entropy-based weighted density outlier detection has
been used to identify and remove outliers. There is no
neutrosophic dataset available in repositories. So, a questionnaire
was prepared, and a survey was conducted among college students
to obtain the neutrosophic dataset. Hence, with the proposed
method outliers are identified from neutrosophic dataset and
comparison has been made with existing outlier methods in
Section 5.

2 Basics of roughset theory

Pawlak (1982) developed a mathematical tool to provide solutions
for data which are inconsistent. It follows the two concepts of
approximation, such as lower approximation and upper
approximation [7]. It also mainly involves in the decision-making
process by extracting rules from data. Rough sets with data mining
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are associated with reducts, information tables and indiscernible
relation. It mainly contributes to the analysis of data, discovers
knowledge from semantic data and self-reliant decision-making
process.

Also, it does not need any prior information to process the data.
It can be processed directly to provide solutions [8]. For example,
take G= (P, B). For every subset F ⊆P and equivalence relation
B∈Ind(G). The following functions define the subsets, which are
lower and upper approximation concerning F and their difference

( BF − B̄F) provides boundary region F

BF = r [ P: r[ ]B # F
{ }

B̄F = r [ P: r[ ]B > F = ∅
{ }

or

r [ BF if and only if r[ ]B# F

r [ B̄F if and only if r[ ]B>F = ∅

The lower approximation of m is classified based on full certainty
which has been a member of set F, associated with attribute set
B ( BF) and upper approximation of f is classified based on
objects which may belong to the members of set F, along with

attribute set B (B̄F).
In this real world, there exists vagueness and uncertainty of data

[9]. The rough set concepts are needed to handle uncertain data
which follows the concept of approximation. Identify the outlier
objects, by applying the proposed algorithm, rough entropy-based
weighted density method on individual clusters. Hence, the
proposed algorithm works for unsupervised data; it calculates
weighted density value for both objects and conditional attributes
(excluding decision attribute), so that identify outliers significantly
in which existing methods fail [10].

3 Neutrosophic set

Consider points in space or objects, where the generic element Y,
denoted as y. Neutrosophic set S in Y may be represented with
membership function such as TS (truth), IS (indeterminate) and FS
(falsity). Membership values (TS(y), IS(y), FS(y)) may be real
standard or non-standard subsets of ]0−, 1+ [. The sum of truth
TS(y), indeterminacy IS(y) and falsity IS(y) can be of any value
with no constraints [11]. The representation is as follows:

TS(Y) → ]0−, 1+ [ (i)
IS(Y) → ]0−, 1+ [ (ii)
FS(Y) → ]0−, 1+ [ (iii)

An object y represented as a neutrosophic set S such as y = y (T,
I, F) ∈ S. The T, I, F might be the subsets of non-standard or real
]0−, 1+ [. T denotes truth membership; I denotes indeterminacy and
F indicates falsity membership of the neutrosophic set S. From the
analytical point of view, neutrosophy generalises the concept of
classical fuzzy, interval fuzzy and intuitionistic fuzzy sets. But in
the field of engineering and science, the neutrosophic sets are
determined to be in specific. Then only we can apply it in
real-time applications [12].

In recent trends, the neutrosophic set has been combined with
rough sets to determine roughness and its interval as neutrosophic
rough sets [13]. The fuzzy set approximation has been made based
on a crisp approximation which results in the concept of fuzzy
rough sets. So, the rough set concept is introduced with
neutrosophic set to provide knowledge from various information
system [14]. The neutrosophic is combined with rough sets to
handle vague data with approximations such as lower and upper.
So, the graph has been constructed by applying the concept of the

hybrid model. It builds self-complementary digraph for rough
neutrosophic sets in decision making cases [15].

Neutrosophic sets are simplified to get single-valued neutrosophic
sets (SVNS) which is an enhancement of intuitionistic fuzzy sets,
where three membership functions such as truth, indeterminacy
and falsity are unrelated, and their values belong to unit closed
interval [16]. With the help of correlation coefficients, decision
making also is done. The crisp, complex proportional assessment
is also extended with a name COPRAS-SVNS [17] to take
multi-criterion decision making.

4 Related work

A new definition has been given to identifying outliers based on the
local outlier factor, which shows the importance of behaviour of
data, which is local [18]. Cluster-based local outlier factor was
defined to measure and represent the natural quality of outliers.

Outlier objects, identified as abnormal behaviour of a single object
or small clusters formed which are inconsistent than others. There is
a chance of abnormal occurrences in spatial or temporal locality
forms a cluster known as anomalies or outliers. They used
LDBSCAN algorithm for clustering and LOF to find the
inconsistency of a single object [19]. Detecting outliers is the
primary step in the applications of data mining. They have
proposed many outlier detection algorithms for parametric and
non-parametric, univariate and multivariate [20]. Outlier detection
techniques are also based on spatial, distance-based and
density-based clustering methods. If outliers exist in the dataset,
individual observation has taken to maintain the robustness by
providing suitable estimators.

An object which is dissimilar from the rest of the objects is an
anomaly. First, generate frequent patterns of a dataset. Items which
are having lower frequent pattern are outliers. They have designed
frequent pattern outlier factor (FPOF) to detect transactions which
are outliers and to identify outliers alone use FindFPOF method
[21]. Researchers show their interest when trying to find rare
events than frequent patterns. Existing works shows that being an
outlier object is a binary property. Each object is assigned with a
degree of score to be an outlier. By using LOF, calculate the
neighbourhood of an object with its surroundings, how much it is
isolated from others. It is crucial to detect outliers in many
application areas. The topic of determining outlier score was an
extension of objects in terms of clusters [22]. The individual
cluster has its outlier factor, which is the clustering-based outlier
method. It has two stages: the first stage form clusters based on
the clustering algorithm, and the second stage detect outliers based
on outlier factor.

Outliers were presented based on k-nearest neighbour graph with
outlier indegree factor. Also, they have extended the work of
k-nearest neighbour clustering work [23]. Compare the proposed
method with the benchmark datasets. Existing outlier detection
methods are not suitably fit for scattered real-world data due to
parameter issues and data patterns, which are implicit. So they had
proposed local density outlier factor to measure the distance
around its neighbour. If the distance is farther, then the isolated
objects or small clusters are known as outliers. k-means is the
most popular clustering algorithm to form clusters on a dataset.
However, it works only for a fixed data stream, which fails when
data streams are dynamic [24]. The mean of previous clusters is
compared with the current cluster to detect candidate outliers
effectively. Neural network-based learning technique uses SOM
and ART. The SOM algorithm builds to map a high dimensional
input space to low dimension output space by assuming the
topological structure exists in the input space [25].

ART is an incremental algorithm, used to generate neurons at run
time if the existing neurons are not enough to create a new pattern
[26]. In density and distance-based clustering, the number of
objects surrounded nearer to the cluster with some scope is large
enough, or centre of the cluster may be far away from objects. The
objects local density value and minimum distance among them or
objects having higher local density value are needed to construct a
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decision graph. The clusters centres are identified based on decision
graph so that remaining objects placed to the nearest cluster where
objects with higher local density may place at last. Construction of
waste incineration plant requires weighted aggregated sum product
assessment with SVNS and also used in the floatation circuit
design of lead and zinc [27].

Attribute weight evaluation usually carried out in multi-decision
criteria. The usual attribute weight calculation methods such as
statistics based on fuzzy, grading based on experts, and
comparison on binary method also used. But these methods
require more experience of decision makers.

Later, the rough set concepts have been used to compute the
attribute weights [28]. In the perspective of algebraic theory, the
rough degree has used to compute attribute weights, but it
produces wrong results when weights become zero. Information
entropy has used in case of information theory which avoids the
situation of weights becoming zero. But in this method, the
redundant attributes are more significant than the non-redundant
attributes. The disadvantage has overridden by rough entropy
method, by determining attribute weights.

Fuzzy sets mainly use the concepts of similarity and entropy
method. The similarity between two entities has been measured by
similarity method [29]. Extension of Hamming distance, Euclidean
distance to intuitionistic fuzzy set has made [30]. The Hausdorff
distance also extended to intuitionistic fuzzy set and similarity
measures also defined. In fuzzy sets, Zadeh first time introduced
the concept of entropy measures to identify the degree of
fuzziness. The concept of entropy and similarity measures in
decision making are expanded widely [31] and soft entropy based
on a distance measure also introduced.

The concept of similarity and entropy measure is used to solve the
problem of multi-criterion decision making under the environment of
SVNS. Based on Shannon’s inequality, cross-entropy has used to
solve discriminant information between entities. It is challenging
to define the degree of truth, falsity and indeterminacy in
real-world situations. The SVNS is generalised to neutrosophic
interval sets which can be of intervals but not real numbers [11].

The sustainable market of Croydon University Hospital uses the
definition of multi-attribute market value assessment with SVNS
[32]. The heronian mean operator was used with neutrosophic sets
to take multiple attributes for group decision-making system. To
select the location of a garage in a residential house, NS is
demonstrated. Under the environment of neutrosophic conditions,
similarity measures had made between interval neutrosophic sets
[33]. A theoretical study has made to study the distance, similarity
and entropy of SVNS. Ye applied three-vector similarity measures
in a multi-criterion decision-making system with necessary
neutrosophic information. For two universal sets, a single-valued
neutrosophic multi-granulation was determined. The problem of
multi-period medical diagnosis, weighted aggregation of
multi-period information and similarity distance based on tangent
were determined. Study of different types of kernels and closure of
SVNR was developed by Yang [31].

For a simple neutrosophic set, harmonic averaging projection with
its multi-attribute decision making also is defined [34].
MULTIMOORA has extended with neutrosophic sets for
optimisation of multi-objective context. The most crucial social
happening is about love dynamics. More predictions have been
drawn based on the behaviour of Romeo and Juliet concerning
love impact factor. The analysis of this concept is drawn based on
neutrosophic logic [35].

The implicator (I ) and t-norm based on (T ) defines a standard
neutrosophic system with rough sets. Also, it defines the
approximation space for neutrosophic sets [36]. Decision making
based on soft sets is most popular nowadays. Fuzzy set decision
making on soft sets had done by level soft sets, whereas decision
making gradually extended to fuzzy set with interval-valued soft
set [37].

The earlier statistical method decides by considering the product
quality or without considering its sampling plan. If the sampling
plan is an acceptable one, it has considered being determinate. But
most of the cases, data may be indeterminate or imprecise, where

neutrosophic interval method has used for sampling method [38].
The triplet extended neutrosophic loop of Abel Grassman’s
properties have been analysed in detail. It proves that it satisfies
commutative and disjoint when its subgroups are maximal [39].

The noise occurred during signal transmission can be handled by
neutrosophic logic. It has functions like confidence (truth), falsehood
(falsity) and dependency (determinacy). With the help of several
neutrosophic systems, the degree of falsehood function is reduced
[40]. The algebraic properties of neutrosophic sets duplets, triplets
and multisets are presented [41]. The existing statistical methods
are not able to apply for reliable censored failure test. Weibull
distribution has used to determine its failure and optimisation
problem of producer and consumer risk also determined by
combining fuzzy with neutrosophic properties [42].

The neutrosophic logic has applied for handling sinos river basin
management by considering factors such as ecology, technology and
society. The maps of cognitive have been designed with neutrosophy
logic for PESTEL analysis [43]. The final set of neutrosophic a

n

such as continuous, strongly continuous and uncertainty was
defined [44]. Membership function plays an important role to get
the output of any system. The trapezoidal function was used with
a membership function to handle uncertain data in fuzzy and
neutrosophic logic [45].

Uncertainty occurs in image processing when data are not
available properly. Missing data of an image are handled by fusing
the concept of dice coefficient with neutrosophic sets [46].
Neutrosophic concepts are carried out when it outreaches the value
of [0, 1] through neutrosophic inequalities, equalities, infimum,
supremum and standard intervals [47].

5 Proposed method

In the preprocessing stage, raw data has been taken as an input
which is in the form of (T, I, F ). By applying cut relation (α, β, g)
values, the binary relation of the dataset has achieved by truth,
indeterminacy and falsity membership values. At the post-
processing stage, the Boolean dataset has converted to categorical
data by ordering. Then proposed algorithm weighted density
outlier detection based on rough entropy method has implemented,
and a threshold value has fixed to detect outliers as shown in Fig. 1.

5.1 Weighted density outlier detection method based on
rough entropy

The neutrosophic dataset has been represented with a degree of truth
membership α, indeterminacy relationship β and falsity relationship
g values which have been transformed to binary relation by applying
cut relation on it. The defined value is not less than α and not more
than that β and g. If the condition is true, it should mark as 1
otherwise 0, represented in the form (α, β, g). Obtain categorical
data by ordering, and then indiscernibility, entropy, the average
weight of attributes and objects have defined to identify outliers
based on the following definitions shown below.

Definition 1: A dataset is defined as DTS= (P, Q, R) where P denotes
universe, Q denotes objects and R denotes attributes. For example,

Fig. 1 Proposed method for outlier detection in neutrosophic sets
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movie dataset which is shown in Table 1 has eight objects with four
attributes. Apply cut relationship, and obtain Boolean values
(Table 2). Then convert Boolean values to categorical data which
is shown in Table 3.

Definition 2: Let DTS= (P, Q, R) and RT ⊆ R. RT represent
indiscernible relation with respect to qi in Q or ri in R is
represented as

P|ind RT( ){ } = {[qi]RT ]|qi [ P}

The indiscernible relation for Table 3 will be obtained by identifying
similar data in each attribute.

Definition 3: Let DTS= (P, Q, R) and RT ⊆ R and P/ind(RT)= {R1,
R2…Rm}. Complement entropy based on RT is defined as

Complement entropy RT( ) =
∑

m

j=1

qi
∣

∣

∣

∣

P| |
1−

qi
∣

∣

∣

∣

P| |

( )

where Rk
j indicates complement set of Rj , (R

k
j = Q− R).

For the obtained indiscernible relation in Table 3, the complement
entropy values should be calculated.

Definition 4: Let DTS= (P, Q, R), the attribute weight based on R is
defined as

Wght of Attibuter R( ) =
1− CompEntrpy RT( )

∑n
j=1 Rj

From the values of Table 3 complement entropy, individual attribute
weights should be calculated.

Definition 5: For every attribute, average density should be
calculated based upon

Attr density qi
( )

=
|[qi]|R
P| |

Then for every object, weighted density should be calculated by
applying the formula such as

Object weighted density Q
( )

=
∑

qi [Q

(Avg density of attr(qi) · P R( ))

From the obtained average attribute weights, weighted density value
for each object (Table 3) should be calculated.

Definition 6: Let the dataset be DTS= (P, Q, R) and from the objects
weighted density value,Ф be a threshold value which has to be fixed.
Suppose the values of weighted density of object(Q) < Ф, then q is
identified as an outlier.

From the obtained weighted density values of each object (Table 3),
fix the threshold values. Values which are lesser than the threshold
value are outliers.

The algorithm for the proposed model is shown in Fig. 2.

5.2 Empirical study

A general survey has been conducted through general movie
questionnaire form with 12 questions. Out of these, four questions
were designed in the form of neutrosophy with truth membership,
indeterminacy membership and falsity membership. For our
analysis, we have shown eight objects with four attributes. Let the
participants be represented as P = {P1, P2, P3, P4, P5, P6, P7, P8}
and attributes as Q= {Q1, Q2, Q3, Q4} where Q1 is download, Q2

is internet, Q3 is remake and Q4 denotes preference.
The representation of the degree of membership for truth,

indeterminacy and falsity are α, β and g. The cut relationship of
(α, β, g) are fixed as (0.05, 0.90, 0.85). It indicates that the truth
value should not be lesser than 0.05 and β; g value should not be
higher than 0.90 and 0.85. If the condition is satisfied, denote the
data has 1 or marked as 0, as shown in Table 2.

Then by ordering, the Boolean values are converted to categorical
data (Table 3). By applying, weighted density outlier detection
method based on rough entropy, anomalies are identified from the
dataset.

Attribute download and internet is ordered to Yes or Order
attributes such as download and internet to Yes, or No, attribute
remake is ordered to Good or Bad, attribute preference is ordered
to High or Low.

Now, the proposed algorithm weighted density outlier detection
method based on rough entropy has been implemented over the
dataset to identify outliers. For every attribute indiscernible values
should be calculated as follows:

Indiscernibility (download) = {P1, P4} { P2, P3, P5, P6, P7, P8}
Indiscernibility (internet) = {P1, P2, P3, P4, P7, P8} {P5, P6}
Indiscernibility (remake) = {P1, P2, P3, P4, P6, P7} {P5, P8}
Indiscernibility (preference) = {P1, P2, P3, P4, P6, P7} {P5, P8}

Table 1 Movie dataset

P Q1 Q2 Q3 Q4

P1 (0.05, 0.85, 0.05) (0.10, 0.25, 0.65) (0.50, 0.40, 0.10) (0.10, 0.05, 0.85)
P2 (0.05, 0.90, 0.05) (0.10, 0.25, 0.65) (0.50, 0.40, 0.10) (0.10, 0.05, 0.85)
P3 (0.05, 0.85, 0.10) (0.05, 0.15, 0.80) (0.10, 0.85, 0.05) (0.40, 0.05, 0.55)
P4 (0, 0.10, 0) (0.70, 0, 0) (0.80, 0, 0) (0.30, 0, 0.70)
P5 (0.05, 0.90, 0.05) (0.05, 0.90, 0.05) (0.10, 0.80, 0.10) (0.15, 0.15, 0.70)
P6 (0.10, 0.20, 0.70) (0.90, 0.05, 0.05) (0.10, 0.75, 0.75) (0.30, 0.20, 0.50)
P7 (0.10, 0.80, 0.10) (0.20, 0.80, 0.10) (0.10, 0.80, 0.10) (0.10, 0.10, 0.90)
P8 (0.50, 0.25, 0.25) (0.70, 0.10, 0.20) (0.70, 0.20, 0.10) (0.50, 0.25, 0.25)

Table 2 Cut relationship (α, β, g)

P Q1 Q2 Q3 Q4

P1 0 1 1 1
P2 1 1 1 1
P3 1 1 1 1
P4 0 1 1 1
P5 0 0 1 1
P6 1 0 1 1
P7 1 1 1 1
P8 1 1 1 1

Table 3 Conversion of Boolean to categorical data

Participants Q1 Q2 Q3 Q4

P1 no yes good high
P2 yes yes good high
P3 yes yes good high
P4 no yes good high
P5 yes no bad low
P6 yes no good high
P7 yes yes good high
P8 yes yes bad low
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The second step is, for each attribute, calculate complement
entropy from the obtained indiscernible values

Complement entropy download( ) =
2

8
1−

2

8

( )

+
6

8
1−

6

8

( )

=
3

8

Complement entropy internet( ) =
6

8
1−

6

8

( )

+
2

8
1−

2

8

( )

=
3

8

Complement entropy remake( ) =
3

8
;

Complement entropy preference
( )

=
3

8

The third step is to find the average for each attribute from the
calculated complement rough entropy value

Weight of first attribute download( ) =
5

12
;

Weight of second attribute internet( ) =
5

12
;

Weight of third attribute remake( ) =
5

12
;

Weight of fourth attribute (preference) =
5

12

Then for each object, the weighted density value should be
calculated. From those values, fix the threshold value to identify
outliers

Weight of Obj P1

( )

=
2

8
×

5

12
+

6

8
×

5

12
+

6

8
×

5

12
+

6

8
×

5

12

= 1.04;

Weight of Obj P2

( )

= 1.4; Weight of Obj P3

( )

= 1.4;

Weight of Obj P4

( )

= 1.4; Weight of Obj P5

( )

= 1.6;

Weight of Obj P6

( )

= 1.04; Weight of Obj P7

( )

= 1.4;

Weight of Obj P8

( )

= 1.2;

From this, fix the threshold value as 1.4. Object P5 is detected as an
outlier because its weighted density value is higher than 1.4.

5.3 Experimental analysis

A general survey has been done on movies among college students
[48], and the fabricated neutrosophic type of data has been taken into
consideration. The implementation has been carried out with Intel
Pentium Processor, 1GigaByte RAM and Windows10 operating
system. For our analysis, we have taken 121 objects with 4
attributes such as download, internet, remake and preference.
The first attribute refers to the frequency of downloading movies,
the second attribute refers to watching movies on the internet,
the third attribute refers to the idea of remaking movies and the
fourth attribute refers to the preference for watching movies.
With this, achieve membership degree for truth, indeterminacy and
falsity.

With the help of cut relationship (α, β, g) values, the neutrosophic
data have been converted to Boolean values based on the
condition, α should not be lesser and β, g should not be higher
than the fixed cut relationship value. Then by ordering, we can
convert the Boolean values to categorical data. For outlier
detection, the proposed algorithm has been implemented using
C language with rough set concepts. C is a powerful and
structured language to develop mathematical and complex models.
Rapid Miner 7 was used to detect outliers using distance-based,
density-based, local outlier factor and class outlier factor method.
The obtained results have been compared with the proposed
method, as shown in Fig. 3.

5.4 Comparison of proposed method with
existing methods

In the distance-based outlier detection method, the distance of
objects to its kth neighbour has been calculated, then the objects
which are significantly distant from their neighbours are identified
as outliers. In other words, the outlier score is generated by the
objects which are distant to its centre. If the distance is small, it is
not an outlier. But for a significant distance, the object is
considered to be an outlier. For the neutrosophic movie dataset,10
outlier objects are identified by this method.

The density has been compared around the objects to its
neighbours at the local level. The non-outlier object density is

Fig. 2 Algorithm for the proposed model
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similar to its neighbour density and outlier object density
significantly deviates from its neighbours. Based on the distance D
value and proportion p-value, outliers have been detected in the
density-based method. For the neutrosophic movie dataset, no
outliers have been detected by this method.

Based on nearest neighbours, assign a rank for each object in a
dataset and determine top-class outliers. The high-level N outlier
classes are generated based on the distance of kth nearest
neighbour in class outlier factor method. Ten outliers are detected
by this method for neutrosophic movie dataset. Objects with lower
density values in the local outlier factor method have been
identified as outliers. Calculate the local density value to its
neighbours. The lowest density value is identified as outliers when
compared to high-density value. Six outliers are detected by this
method for neutrosophic movie dataset.

The proposed method for outlier detection detects outliers based
on rough entropy weighted density values which have been
calculated for each row and column. From the weighted values, fix
the threshold value. Values which are higher than the threshold
value are detected as outliers. Fifteen outliers are detected by this
method for neutrosophic movie dataset. Fig. 3 shows the
comparison chart for the efficiency of proposed method with
existing outlier detection methods.

6 Conclusion

We have a proposed system to detect outliers in neutrosophic sets.
The representation of data is truth α, indeterminacy β and falsity
membership g. By applying cut relationship, draw binary relation
between objects. At this stage, the ordering of data has been done
to obtain categorical data. Then weighted density outlier detection
method based on rough entropy has been implemented over the
dataset to detect outliers. Our proposed method calculates
weighted density values for each tuple and attributes to detect
outliers, but existing methods compute a distance between
neighbours. Movie dataset has been taken for analysis and
calculated weighted density values for both attributes and objects.
Based on the threshold value fixed, outliers are detected. A
performance comparison chart has been made between the existing
and proposed system to show its efficiency. The proposed work
has some limitations because the membership values such as truth,
indeterminacy and falsity are independent. So, they do not
influence, or any communication exists between the degrees of
membership values. If the sum of t + i + f >1, the information is
contradictory, when t + i + f < 1, the information is incomplete and
t + i + f = 1, the information is complete. However, the membership
values do not affect one another in decision making. This method
validates its performance and also enhanced with dynamic
categorical inputs by applying mathematical concepts in future.
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