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A B S T R A C T

In the agriculture field, one of the recent research topics is recognition and classification of

diseases from the leaf images of a plant. The recognition of agricultural plant diseases by

utilizing the image processing techniques will minimize the reliance on the farmers to pro-

tect the agricultural products. In this paper, Recognition and Classification of Paddy Leaf

Diseases using Optimized Deep Neural Network with Jaya Algorithm is proposed. For the

image acquisition the images of rice plant leaves are directly captured from the farm field

for normal, bacterial blight, brown spot, sheath rot and blast diseases. In pre-processing,

for the background removal the RGB images are converted into HSV images and based

on the hue and saturation parts binary images are extracted to split the diseased and

non-diseased part. For the segmentation of diseased portion, normal portion and back-

ground a clustering method is used. Classification of diseases is carried out by using Opti-

mized Deep Neural Network with Jaya Optimization Algorithm (DNN_JOA). In order to

precise the stability of this approach a feedback loop is generated in the post processing

step. The experimental results are evaluated and compared with ANN, DAE and DNN.

The proposed method achieved high accuracy of 98.9% for the blast affected, 95.78% for

the bacterial blight, 92% for the sheath rot, 94% for the brown spot and 90.57% for the nor-

mal leaf image.

� 2019 China Agricultural University. Production and hosting by Elsevier B.V. on behalf of

KeAi. This is an open access article under the CC BY-NC-ND license (http://creativecommons.

org/licenses/by-nc-nd/4.0/).
1. Introduction

In many countries, for human beings one of the important

sources of earning is agriculture [1]. Based on the environ-

mental conditions of land and need various food plants are

harvested by the farmers. However, the farmers are facing
several problems like natural disasters, shortage of water,

plant diseases, etc., [2]. By providing some technical facilities

most of the problems are reduced. Carrying out the on time

prevention from the disease may enhance the productivity

of food and hence the search for the experts are not necessary

[3]. In the agriculture domain one of the necessary research

topics is the recognition of plant disease [4]. Recently, recogni-

tion and classification of plant diseases is a demanding task.

To avoid the losses in the quantity of agriculture products

and in the yield, an important key is the recognition of plant

diseases [5]. For the sustainable agriculture, disease recogni-
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tion and health monitoring on plants is very harmful. The

related studies of the recognition of plant diseases mean that

the diseases are the visible patterns observed on the plants

[6]. Manually, the plant diseases are more difficult for the

monitoring process. For the manual process it needs more

processing time, large amount of work and expertize in the

diseases of plant. So that for the plant disease recognition,

image processing techniques are utilized [7].

The image processing steps for the recognition of diseases

comprise acquisition of images, pre-processing of images,

segmenting the images, extracting the features and finally

classification [8]. These techniques can be performed only

on the external appearances of the infected plants [9]. Com-

monly, in most of the plants to detect the plant diseases,

leaves are the important source. In rice plants, sheath rot, leaf

blast, leaf smut, brown spot and bacterial blight are the most

common diseases [10]. However for different plants, the

symptoms of the plant diseases are varied. The plant diseases

are different in color, size and shape and every disease has

individual features. Some diseases have yellow color and

some have brown color [11]. Some diseases are same in their

shapes but differ in colors whereas, some are same in color

but differ in their shapes. After the segmentation of diseased

and normal portion the features related to disease can be

extracted [12].

Normally, the manual detection of plant diseases is naked

eye observation of experts which consumes more time,

expensive on large farms [13]. It is difficult to process and also

sometimes it produces an error when identifying the disease

type [14]. Because of the unawareness of suitable manage-

ment to rectify rice plant leaf diseases, the rice production

is being reduced in recent years [15]. To overcome this a suit-

able and fast recognition system on rice leaf disease is

needed. Hence this paper proposes a novel method for recog-

nizing the diseases of rice plants using their images. This

research mainly focuses on four most common rice plant dis-

eases named as Brown spot, Leaf blast, Bacterial blight and

Sheath rot. Our contribution in this work includes as follows:

From the farm field in real world circumstances we captured

the rice plant leaves images and prepared the dataset. Back-

ground elimination is carried out by the pre-processing. Seg-

mentation is performed for clustering the diseased portion

and the normal portion of the leaves. For the classification,

optimized Deep Neural Network with Jaya algorithm is pro-

posed. JOA is used for the best weight selection of DNN.

Rest of the paper is organized as follows: Section 2 con-

tains the recent works related to rice plant disease classifica-

tion. Section 3 defines the problem statement. Section 4

comprises our proposed methodology. Section 5 shows

the experimental analysis. Section 6 represents the

conclusion.

2. Related works

Some of the recent researches related to the recognition and

classification of rice plant diseases are given as below.

On the basis of deep convolutional neural network, a novel

rice plant disease detection approach was developed by Yang
Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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Lu at al. [16]. They used a dataset which contains 500 images

include diseased and non-diseased paddy stems and leaves.

Classification was carried out with ten common rice diseases.

They showed that their approach attained higher accuracy

than the conventional machine learning method. The exper-

imental outcomes represented the effectiveness and feasibil-

ity of their proposed model.

For the evaluation of ROI, a segmentation technique based

on neutrosophic logic extended from the fuzzy set was intro-

duced by Gittaly Dhingra et al. [17]. They used three member-

ship functions for the segmentation. To detect the plant leaf

as diseased or not feature subsets were considered on the

basis of segmented regions. Various classifiers were employed

for the demonstration and the random forest method over-

come the other approaches. They used a dataset with 400 leaf

images which included 200 diseased leaf image and 200 non-

diseased leaf images.

Using image processing techniques, D. Nidhis et al. [18]

developed a method for detecting the disease type affected

by the paddy leaves. By evaluating the percentage of diseased

area, the severity of the disease infection was calculated.

Based on the severity of diseases the pesticides were utilized

for the bacterial blight, brown spot and rice blast which are

the main diseases affect the paddy crop and their

productivity.

For the identification and the classification of rice plant

diseases a new method was presented by Taohidul Islam

et al. [19]. In their work, on the basis of percentage of RGB

value of the diseased part, they detected and identified the

diseases by employing image processing techniques. They

utilized Naı̈ve Bayes classifier which is a simple classifier to

classify the disease into various classes. Their approach suc-

cessfully recognized and classified three main types of rice

plant diseases by using only one feature. Thus it was a faster

method which required less time for computation.

Using the image processing techniques to automatically

recognize the diseases in paddy leaves Gayathri Devi and Nee-

lamegam [20] developed an approach. They used hybridized

gray scale co-occurrence matrix, DWTand SIFT for the extrac-

tion of features. After extracting the features they were given

to various classifiers include multiclass SVM, Naı̈ve Bayesian,

back propagation neural network and KNN for the classifica-

tion of diseased and normal plants.

Aydin Kaya et al. [21] investigated the results of the effect

of four different transfer learning models for deep neural

network-based plant classification on four public datasets.

Their experimental study demonstrated that transfer learn-

ing can provide important benefits for automated plant iden-

tification and can improve low-performance plant

classification models.

Alessandro dos Santos Ferreira et al. [22] used the Convo-

lutional Neural Networks to perform weed detection in soy-

bean crop images and classified the weeds among grass and

broadleaf. An image database was created containing over fif-

teen thousand images of the soil, soybean, broadleaf and

grass weeds. The Convolutional Neural Networks used in this

work represented a Deep Learning architecture that has

achieved remarkable success in image recognition.
ification of paddy leaf diseases using Optimized Deep Neural network
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3. Problem definition

For detecting the leaf diseases, the conventional methods are

human vision based approaches. In these cases seeking the

expert advice is time consuming and very expensive. The

human vision based methods suffer many drawbacks. The

accuracy and precision of human vision approach is depen-

dent on the eyesight of the person or expert hired. Machine

learning based method enables to identify the types of dis-

eases, make the right decision and to select proper treatment.

One of the advantages of using machine learning based

method is that it performs tasks more consistently than

human experts. Therefore, to overcome the drawbacks of

conventional methods there is a need for a new machine

learning based classification approach. Very few recent devel-

opments were recorded in the field of plant leaf disease detec-

tion using machine learning approach and that too for the

paddy leaf disease detection and classification is the rarest.

4. Proposed methodology

The proposed system is developed with five phases which

include image acquisition, pre-processing, image segmenta-

tion, feature extraction and classification. The paddy leaf

images are captured from the farm field and the dataset is

created. The dimensions of the images are reduced and the

background is removed in the pre-processing step. The next

step is image segmentation in which k-means clustering

method is applied to segment the normal portion and the dis-

eased portion. Then the classification of diseases is per-

formed by DNN_JOA method. After performing the

classification, if the classification result is not satisfied a feed-

back is sent to the segmentation phase in order to precise the

stability of the developed method. The process flow steps are

shown in Fig. 1.
Fig 1 – Process flow steps.

Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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4.1. Acquisition of images

Acquisition of images is the process of collecting the images

which are used for this research. From the farm field in real

world circumstances we captured the rice plant leaves images

by using high resolution digital camera. Then for the recogni-

tion of diseases all the captured images are moved to the

computer where the implementation process will be carried

out. The dataset contains the images having the leaves with

various degree of disease spread. The data set are collected

from rural area of ayikudi and panpoli, Tirunelveli District,

Tamilnadu. The images are captured and a dataset is pre-

pared totally with 650 images which include 95 normal

images, 125 bacterial blight images, 170 blast images, 110

sheath rot images and 150 brown spot images. Some of the

sample images are given in (See Fig. 2).

4.2. Pre-processing

In pre-processing, for minimizing the requirement of memory

and computation of power the images in the dataset are resized

and cropped into the dimension of 300 � 450 pixels. In this

phase an important thing is to eliminate the image background

by applying hue values based fusion. Initially, the image in RGB

model is converted into HSV. From the HSV model first the S

value is considered for the process because it overs the white-

ness. Based on the threshold value 90, the image is converted

into a binary image and this binary image is fusedwith the orig-

inal RGB image to create amask. The threshold value is selected

on the basis of several trials. The fusion process eliminates the

background by assigning the pixel values as 00s. The pixel value

0 indicates black color in the RGB model. Only the leaf portion

with the diseased part is present in this background removed

image. Fig. 3 shows the preprocesing steps.

4.3. K-means clustering based segmentation

For the segmentation of image K-means clustering method is

employed in this work. Clustering is a process to group the

image into clusters. The diseased portion is extracted from

the leaf image by this clustering. In a leaf image when apply-

ing this clustering the clusters are expected for the diseased

part and the non-diseased part. This technique is applied

on the hue part of the HSV model of the background removed

image. Only the pure color is present in the hue component; it

doesn’t contain any information like brightness and dark-

ness. On the basis of analysis of histogram of hue compo-

nents centroid value is fed to generate perfect segments in

order to overcome the randomness problem of the cluster.

Moreover, from the diseased part cluster the unwanted green

portion is eliminated.

From the background removed image for the hue compo-

nent a histogram is created. Then, from the created his-

togram the hue values and the counts in every bin are

extracted. On the basis of histogram and diseased image par-

ticular threshold value is found to differentiate the normal

and the diseased portion. In two separate arrays, the hue val-

ues of both the normal portion and the diseased portion are

stored. The histograms are shown in Fig. 4.
ification of paddy leaf diseases using Optimized Deep Neural network
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Fig 2 – Sample images of normal and diseased leaves.

Fig 3 – Pre-processing steps for background elimination.
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To select the centroid of each cluster, the highest value

from the hue values of the normal and the diseased portion
Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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are selected. The value of black color and the selected cen-

troid values are fed in the clustering process. After clustering
ification of paddy leaf diseases using Optimized Deep Neural network
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Fig 4 – (a) Histogram of hue part (b) Histogram of background

removed blast affected portion (c) Histogram of background

removed normal portion.

I n f o r m a t i o n P r o c e s s i n g i n A g r i c u l t u r e x x x ( x x x x ) x x x 5
the image, the diseased portion contains unwanted green

portion. In the calculation of features, the green pixels con-

tributed adversely. So there may be a chance to affect the

classification accuracy. In the hue model, the green color falls

between 17.2 degree and 45 degree which are mapped as the

minimum value of 0.048 and the maximum value of 0.125.

Based on these maximum and minimum values, a binary

mask is created for the removal of green color from the dis-

eased portion.

Fig. 5 shows the clustered image from the hue part image.

The output of the clustering is two clusters including normal

portion and diseased portion.
Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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4.4. Extracting features

In this work we extracted both the texture features and color

features. The color features include extracting the mean val-

ues and standard deviation values whereas the texture fea-

tures include the GLCM features such as homogeneity,

contrast, correlation and energy.

4.4.1. Color features
� First the R, G and B components are extracted for the dis-

eased portion and the mean value and the standard devi-

ation are evaluated.
� From the HSVmodel, H, S and V components are extracted

and the mean value is estimated.
� From the LAB color model, L, A and B components are

extracted and the mean value is calculated.

The mean and standard deviation are calculated by using

the formulas given below.

My ¼ 1
n

Xn

x¼1

Pyx ð1Þ

Sy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

x¼1

Pyx �My

� �2s
ð2Þ

where, n represents the total number of pixels, Pyx represents

the pixel values.

4.4.2. Texture Features
Using the spatial relationship between the pairs of gray value

intensity pixels, the GLCM captures the texture of the image.

For the specified displacements homogeneity, correlation,

energy and contrast are the features extracted from the

GLCMs. The formulas for these features are given as below.

Hy ¼
Xn
x¼0

Pyx

1þ ðy� xÞ2 ð3Þ

Cty ¼
Xn

x¼0

Pyxðy� xÞ2 ð4Þ

Cny ¼
Xn

x¼1

Pyx
y�Mð Þ x�Mð Þ

Sy
ð5Þ

Ey ¼
Xn

x¼0

Pyx

� �2 ð6Þ

where, Hy represents the homogeneity, Cty is the contrast, Cny

denotes the correlation, Ey indicates the energy, n represents

the total number of pixels, Pyx represents the pixel values, My

represents the mean and Sy represents the standard deviation.

After extracting the color features and texture features,

normalization is performed to normalize the feature values.

For this normalization process Min-Max method is employed

to normalize the values in the range of 0 to 1.

4.5. Optimized DNN based classification using JOA

The framework of DNN essentially contains three primary

components which include input layer, output layer and
ification of paddy leaf diseases using Optimized Deep Neural network
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Fig 5 – Clustered image from the hue part.
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hidden layers. The proposed architecture of DNN is shown in

Fig. 6.

By considering the effort of preference weight fitness, the

DNN is designed with two hidden layers for perfectly learning

the mapping relation between the input and output data. In

the training phase, by using the JOA the DNN iteratively
Fig 6 – Architecture of DNN with two hidden layers.

Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
with Jaya algorithm, Information Processing in Agriculture, https://doi.or
updates the weight of the nodes in the hidden layers. Due

to the increase in the training iterations, this neural network

continually fits the labelled training data’s decision boundary.

To enhance the training speed of the DNN and the classifica-

tion accuracy, two hidden layers are constructed. In the hid-

den layer the total number of nodes is evaluated by using

Eqn. (7).

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
aþ b

p
þ c ð7Þ

where, the number of input layer nodes is given as a, the

number of output layer nodes is given as b, the number of hid-

den layer nodes is represented as n and a constant value

between [1,10] is notated as c.

For enabling the non-linear fitness ability an activation

function is added in the hidden layer of DNN. We have used

the sigmoid as an activation function and it is given as,

S ¼ 1
1þ e�x

ð8Þ

The input data of the network is termed as x and it is acti-

vated by the mapping function Mf .

Mf ¼ sigm ðxixþ biÞ ð9Þ
where, x and b represents the weight matrix and the bias

between the output layer and the hidden layer respectively.

To cause the representation space of the hidden neurons

to align with human knowledge, we introduce another super-

vised loss function for DNN. In this case, we want to utilize

the information contained in the data sample labels, which

represent the human concepts. Given a conceptually labelled
ification of paddy leaf diseases using Optimized Deep Neural network
g/10.1016/j.inpa.2019.09.002
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data sample ðx; lÞ for a hidden layer, the loss form can be com-

puted as

SðWs;bs; x; lÞ ¼ 1
2m

Xm
j¼1

jjhjðWs; bs; xÞ � ljjj22 ð10Þ

where Ws and bs are the subsets of biases and m is the num-

ber of neurons in the hidden layer.

Cross entropy is used as the loss function of DNN as the

preparation for training and testing. The use of cross-

entropy losses greatly improved the performance of the sig-

moid and softmax output models. The cross entropy loss is

evaluated by the Eq. (11).

CE ¼ 1
n

Xn
k¼1

Yklog Ŷk þ 1� Ykð Þlog 1� Ŷk

� �h i
ð11Þ

where, n represents the training sample quantity, Yk indicates

the kth actual output of training set, Ŷk is the kth expected

output of testing set. We are using JOA algorithm for the opti-

mal weight selection of DNN network.

In the population improving the fitness value of every

solution is the main intention of JOA. By updating the values,

this algorithm efforts the fitness value to shift towards the

best solution. After that, the new solutions and the old solu-

tions are compared and for the next iteration only the best

solutions are considered. Moreover, it only requires tuning

of the population size and number of iterations which leads

to the implementation of the algorithm is simple as its solu-

tion is updated through only one phase using a single equa-

tion. It0s dominant over other optimization techniques with

respect to low computational complexity and time and faster
Fig 7 – Flow chart for the best weight selection using JOA.

Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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convergence speed. The implementation of this algorithm

can be briefly summarized as follows:

Initialize the population size, the number of iterations and

the termination criteria. From the population, the best and

worst solutions should be determined with respect to the

objective function. The current solution based on the best

and worst solutions should be adjusted by using Eq. (12).

x0
j;i;G ¼ xj;i;G�r1;j;Gðxj;best;G�jxj;i;G jÞ�r2;j;G�ðxj;worst;G�jxj;i;G jÞ ð12Þ

where xj;best;G and xj;worst;G are the values of the jth variable

for the best candidate and the worst candidate, respectively;

r1;j;G and r2;j;G are the random numbers in the range [0, 1].

The adjusted solution is comparedwith the previous solution.

If the previous one is improved it will replace the previous

solution else it will retain the previous solution [23]. The pro-

cess is repeated from until the termination criteria are

achieved. The flow chart for the best weight selection process

is shown in Fig. 7.

4.6. Post-Processing

After performing the classification process, in order to precise

the stability of the proposed method a feedback loop is gener-

ated in which the feedback is sent to the segmentation phase.

In the segmentation phase a post-processing method, mor-

phological opening is applied on the diseased segment to

remove the green portion if there any exists. So that the per-

formance of classification will be improved.

5. Experimental results

We implemented our proposed methodology using DNN_JOA

in Python platform version 3.6. The performance of our pro-

posed method DNN-JOA is estimated and compared with

the performance of existing classifiers such as ANN, DAE

and DNN. The results are compared based on the disease

classes which includes normal, bacterial blight, brown spot,

sheath rot and blast disease. From the dataset 70% of images

are used for training, 20% are used for testing and remaining

10% are used for validation.

Table 1 shows the classification performance of the

DNN_JOA method. Using the DNN_JOA classifier the highest

accuracy is achieved for the blast affected leaf image which

is 98.9%.

Fig. 8 shows the confusion matrix obtained for our pro-

posed method. From this confusion matrix the True Positive

(TP), True Negative (TN), False Positive (FP) and False Negative

(FN) values are predicted. The values of TP, TN, FP and FN

from the above confusion matrix are 19, 109, 1 and 1 respec-

tively for the normal image; the values of TP, TN, FP and FN

are 22, 103, 2 and 3 respectively for the sheath rot; the values

of TP, TN, FP and FN are 25, 102, 1 and 2 respectively for the

brown spot; the values of TP, TN, FP and FN are 26, 99, 3 and

2 respectively for the bacterial blight; the values of TP, TN,

FP and FN are 29, 98, 2 and 1 respectively for the blast affected

image.

The graphs are shown for the performance metrics such as

accuracy, F1-score, False Positive Rate (FPR), False Negative

Rate (FNR), False Discovery Rate (FDR), Negative Predictive
ification of paddy leaf diseases using Optimized Deep Neural network
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Table 1 – Classification performance of diseased and normal leaf images.

Leaf type Normal Bacterial blight Blast Brown spot Sheath rot

Accuracy 90.57 95.78 98.9 94 92
F1-score 81.25 88.75 96.86 85 91.86
Precision 73 80.4 92.8 85 75
FDR 17.1 19.5 10 26.6 25
FPR 6.2 4.7 1.8 4.4 5
FNR 10 14 5.7 7 8
TPR 75.6 89.5 92.6 85.5 75.3
TNR 90.7 91 98.1 94.5 95.9
NPV 91.2 95 97.4 93.6 96.1

8 I n f o r m a t i o n P r o c e s s i n g i n A g r i c u l t u r e x x x ( x x x x ) x x x
Value (NPV), precision, True Positive Rate (TPR), True Negative

Rate (TNR) and loss function.

Fig. 9 represents the comparison graph of accuracy for the

five classes with respect to the four classifiers which includes

the proposed and existing classifiers. When using our pro-

posed method DNN_JOA the accuracy of normal image is
Fig 8 – Confusion Matrix of DNN-JOA.

Fig 9 – Comparison graph of accuracy.

Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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90.57%, bacterial blight is 95.78%, blast is 98.9%, brown spot

is 94% and sheath rot is 92%. When using ANN classifier the

accuracy of normal image is 77.24%, bacterial blight is 78%,

blast is 85%, brown spot is 81.5% and sheath rot is 78.3%.

When using DAE classifier the accuracy of normal image is

81.4%, bacterial blight is 86.2%, blast is 91.5%, brown spot is

87.7% and sheath rot is 83.4%. When using DNN classifier

the accuracy of normal image is 83%, bacterial blight is

91.7%, blast is 96.2%, brown spot is 90.6% and sheath rot is

88.5%.

Fig. 10 represents the comparison graph of F1-score for the

five classes with respect to the four classifiers which includes

the proposed and existing classifiers. When using our pro-

posed method DNN_JOA the F1-score of normal image is

81.25%, bacterial blight is 88.75%, blast is 96.86%, brown spot

is 85% and sheath rot is 91.86%. When using ANN classifier

the F1-score of normal image is 61.45%, bacterial blight is

68.67%, blast is 74.89%, brown spot is 65% and sheath rot is

71.56%. When using DAE classifier the F1-score of normal

image is 69.23%, bacterial blight is 74.68%, blast is 84.79%,

brown spot is 76.45% and sheath rot is 79.98%. When using

DNN classifier the F1-score of normal image is 72.68%, bacte-

rial blight is 81%, blast is 88.58%, brown spot is 80.6% and

sheath rot is 84.67%.

Fig. 11 represents the comparison graph of FPR for the five

classes with respect to the four classifiers which includes the

proposed and existing classifiers. When using our proposed
Fig 10 – Comparison graph of F1-score.
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Fig 11 – Comparison graph of FPR. Fig 13 – Comparison graph of FDR.
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method DNN_JOA the value of FPR of normal image is 6.2, bac-

terial blight is 4.7, blast is 1.8, brown spot is 4.4 and sheath rot

is 5. When using ANN classifier the FPR of normal image is

14.78, bacterial blight is 12.7, blast is 8.45, brown spot is

13.56 and sheath rot is 11.78. When using DAE classifier the

value of FPR of normal image is 12.3, bacterial blight is 9.3,

blast is 5.4, brown spot is 10.3 and sheath rot is 9.9. When

using DNN classifier the FPR of normal image is 10.6, bacterial

blight is 6.6, blast is 4.2, brown spot is 8 and sheath rot is 8.9.

Fig. 12 represents the comparison graph of FNR for the five

classes with respect to the four classifiers which includes the

proposed and existing classifiers. When using our proposed

method DNN_JOA the value of FNR of normal image is 10, bac-

terial blight is 14, blast is 5.78, brown spot is 8 and sheath rot is

7. When using ANN classifier the FNR of normal image is 22.6,

bacterial blight is 23, blast is 14, brown spot is 22.5 and sheath

rot is 20.1. When using DAE classifier the value of FNR of nor-

mal image is 19, bacterial blight is 21, blast is 10.4, brown spot

is 17.8 and sheath rot is 18.3. When using DNN classifier the

FNR of normal image is 17.8, bacterial blight is 17, blast is

9.18, brown spot is 14.5 and sheath rot is 14.6.

Fig. 13 represents the comparison graph of FDR for the five

classes with respect to the four classifiers which includes the
Fig 12 – Comparison graph of FNR.
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proposed and existing classifiers. When using our proposed

method DNN_JOA the value of FDR of normal image is 17.1,

bacterial blight is 19.5, blast is 10, brown spot is 26.6 and

sheath rot is 25. When using ANN classifier the FDR of normal

image is 32.82, bacterial blight is 33.6, blast is 30.1, brown spot

is 36.5 and sheath rot is 33. When using DAE classifier the

value of FDR of normal image is 27.9, bacterial blight is 29.1,

blast is 25, brown spot is 31.4 and sheath rot is 34.5. When

using DNN classifier the FDR of normal image is 22.67, bacte-

rial blight is 22.6, blast is 21.2, brown spot is 29.4 and sheath

rot is 27.3.

Fig. 14 represents the comparison graph of NPV for the five

classes with respect to the four classifiers which includes the

proposed and existing classifiers. When using our proposed

method DNN_JOA the value of NPV of normal image is 91.2,

bacterial blight is 95, blast is 97.4, brown spot is 93.6 and

sheath rot is 96.1. When using ANN classifier the NPV of nor-

mal image is 75.6, bacterial blight is 74.89, blast is 82.56,

brown spot is 71.54 and sheath rot is 77.9. When using DAE

classifier the value of NPV of normal image is 79.2, bacterial

blight is 87.45, blast is 90.56, brown spot is 83.78 and sheath

rot is 81.54. When using DNN classifier the NPV of normal

image is 88.5, bacterial blight is 91.45, blast is 94.5, brown spot

is 89.78 and sheath rot is 87.
Fig 14 – Comparison graph of NPV.
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Fig 16 – Comparison graph of TPR.

Fig 17 – Comparison graph of TNR.
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Fig. 15 represents the comparison graph of precision for

the five classes with respect to the four classifiers which

includes the proposed and existing classifiers. When using

our proposed method DNN_JOA the precision value of normal

image is 73, bacterial blight is 80.4, blast is 92.8, brown spot is

85 and sheath rot is 75. When using ANN classifier the preci-

sion value of normal image is 54, bacterial blight is 65, blast is

69.56, brown spot is 58.4 and sheath rot is 57.4. When using

DAE classifier the precision value of normal image is 65.32,

bacterial blight is 70.4, blast is 74.2, brown spot is 65 and

sheath rot is 63. When using DNN classifier the precision

value of normal image is 68.9, bacterial blight is 77.56, blast

is 84.9, brown spot is 73 and sheath rot is 70.2.

Fig. 16 represents the comparison graph of TPR for the five

classes with respect to the four classifiers which includes the

proposed and existing classifiers. When using our proposed

method DNN_JOA the TPR value of normal image is 75.6, bac-

terial blight is 89.5, blast is 92.6, brown spot is 85.5 and sheath

rot is 75.3. When using ANN classifier the TPR value of normal

image is 52, bacterial blight is 69, blast is 70, brown spot is 64.5

and sheath rot is 61. When using DAE classifier the TPR value

of normal image is 59.2, bacterial blight is 72.5, blast is 74,

brown spot is 69.4 and sheath rot is 65. When using DNN clas-

sifier the TPR value of normal image is 65.1, bacterial blight is

79, blast is 82.6, brown spot is 72.6 and sheath rot is 68.

Fig. 17 represents the comparison graph of TNR for the five

classes with respect to the four classifiers which includes the

proposed and existing classifiers. When using our proposed

method DNN_JOA the TNR value of normal image is 90.7, bac-

terial blight is 91, blast is 98.1, brown spot is 94.5 and sheath

rot is 95.9. When using ANN classifier the TNR value of nor-

mal image is 73.6, bacterial blight is 87.5, blast is 82.2, brown

spot is 83.6 and sheath rot is 81. When using DAE classifier the

TNR value of normal image is 85.5, bacterial blight is 88.2,

blast is 93.2, brown spot is 85 and sheath rot is 84. When using

DNN classifier the TNR value of normal image is 85.6, bacte-

rial blight is 89.6, blast is 94.5, brown spot is 88.4 and sheath

rot is 89.

Fig. 18 represents the graph for the comparison of cross

entropy loss function of our proposed method DNN_JOAwith

the existing methods. The loss function is compared with

respect to the probability. The value of loss function decreases
Fig 15 – Comparison graph of precision.

Fig 18 – Cross entropy loss comparison.
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with the increase in the probability value. From Fig. 18 it is

clear that our proposed DNN_JOA method attained the lowest

cross entropy loss.

Fig. 19 shows the comparison graph of training and testing

accuracy. For the training process number of samples consid-
ification of paddy leaf diseases using Optimized Deep Neural network
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Fig 19 – (a) Training accuracy (b) Testing accuracy.
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ered is 450 and for testing process 125 samples are consid-

ered. Both the training and testing accuracy increases with

the increase in the number of samples considered. On com-

paring both the training accuracy is highly attained as 99%

with 450 samples and the testing accuracy is highly attained

as 97% with 125 samples by using the DNN_JOA method.

The graph shows that the training accuracy is higher than

the testing accuracy.
6. Conclusion

The images of paddy leaves are directly captured from the

farm field for normal and the diseases like bacterial blight,

brown spot, sheath rot and blast. In pre-processing, to remove

the background, the RGB images are converted into HSV

images and based on the hue part masking is performed. A

clustering method is used for the segmentation of diseased

portion and normal portion. By using the proposed DNN_JOA

method, classification of diseases is carried out in which the

best weights are selected by the JOA. A feedback loop is cre-

ated in our system to precise the stability. The experimental

results are evaluated and compared with ANN, DAE and

DNN by evaluating accuracy, precision, F1-score, TNR, TPR,

FPR, FNR, FDR and NPV. When comparedwith other classifiers
Please cite this article as: S. Ramesh and D. Vydeki, Recognition and class
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DNN_JOA method achieved high accuracy of 98.9% for the

blast affected, 95.7% for the bacterial blight, 92% for the

sheath rot, 94% for the brown spot and 90.57% for the normal

leaf image. On comparing the training and testing accuracy,

the testing accuracy attained the highest of 97% by using

the DNN_JOA classifier, 83% by using the ANN classifier, 90%

by using the DAE classifier and 93.5% by using the DNN clas-

sifier. In future, to improve the recognition and the classifica-

tion of plant diseases, any improved method can be used to

achieve the best performance by reducing the false

classification.
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